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ABSTRACT

The Fifth Generation (5G) cellular network is a new technology that is driven by the

demand of high data usage, large number of wireless devices and better Quality of Service

(QoS). An important challenge for 5G is the energy consumption which is causing the wire-

less communication networks to be one of the main contributors of the global worming.

Thus, energy efficiency becomes an important aspect in designing the wireless communica-

tion networks.

In this thesis, we study different approaches for Energy Efficient (EE) operation of

Small Base Stations (SBSs) in Heterogenous wireless Networks (HetNets). First, we focus

on enhancing energy efficiency in heterogenous networks, where Macro BSs (MBSs) and

SBSs co-exist, by presenting a sleeping strategy. In the sleeping strategy SBSs serving few

or no users are turned off and their users and resources are offloaded to neighboring SBSs.

However, adapting the sleeping strategy will affect the lifetime of the electronics of the

SBSs, due to the frequent change of power level between turning ON and OFF the SBS.

Therefore, in order to maximize energy savings, we formulate an optimization problem that

provides an optimal user association and SBSs sleeping strategy for the entire network,

while minimizing the total numbers of the switching of SBSs ON and OFF.

Furthermore, an other approach consider is the deactivated SBSs are equipped with two

power sources, a harvested energy (HE) source and a grid power source, where first the

SBS will use its available HE to serve the associated users. Then, the SBS will request

any shortage of its energy from other active or deactivated SBSs which have surplus of HE.

Finally, if there is still shortage in energy, the SBS will use the power drawn from the grid.

However, since the formulated problem is a Mixed Integer NonLinear Problem (MINLP),

Generalized Bender Decomposition (GBD) is proposed to decompose the problem into two
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subproblems. Moreover, a new heuristic approach is proposed to provide a computational

efficient algorithm to solve and optimize the user association and energy harvesting of the

system model.

A new UEs’ prediction method is introduced to provide a future information for the

model and to apply an accurate designing parameters. This method is based on a combined

approach of Non-linear Autoregressive with External input(NARX) and probabilistic Latent

semantic Analysis (pLSA) to provide accurate prediction for multiple steps.

Therefore, we consider integrating the powerful Machine Learning (ML) techniques to

provide solution of the system model with less computation demands. Thus, we introduced

an efficient less complex approach that is based on synthetically generating data from the

optimization problem and employing it to train and configure an Artificial Neural Network.

An extensive simulation results are presented to show the effectiveness of our approaches

in comparison to the optimal results.
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CHAPTER 1. INTRODUCTION

In this chapter, background information about the 5G technologies, small cells and

green communication and energy efficiency in HetNets will be presented. Also this chapter

discusses the emerging new methodology of machine learning and its application in wireless

communication networks.

1.1 5G Networks

Over the past few years the cellular mobile communication technology has exponentially

expanded from 2G with Small Messaging Service (SMS) to the video streaming capabilities

of the 4G[1]. The main motivation behind this evolution is the rise of the data demands,

where the data demands grew from around 7, 000 PB (Petabytes) per month [2] to 201, 000

PB per month and the numbers are predicted to grow more in the near future to reach

around 400 thousands PB per month [3]. In addition, other types of requirements , e.g., ultra

low latency, higher bandwidth per unit area, higher number of connected devices and more

coverage, started to rise and require considerations. Moreover, new wireless applications

keep on emerging and need to be included within the next mobile communication generation.

Applications like Device-to-Device (D2D)communications, Machine-to-Machine (M2M), In-

ternet of Things (IoT), Smart cities, Health care systems and automation are emerging with

needs of more robust Quality of Service QoS and scalability. The legacy systems, unfortu-

nately are not capable of matching these new and growing demands. Therefore, 5G includes

new technologies that are able to accommodate these new demands. 5G presents abroad

new technologies that are developed to overcome the drawback of the previous generations.
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1. Massive Multi-Input Multi-Output (Massive MIMO): Massive MIMO is a

key to the networking future that 5G is adapting in its structure. Massive MIMO

is a multiuser MIMO where the number of antennas at the BS is much larger than

the antennas at the device [4]. The concept of using large number of antennas at

the BS is to simultaneously serve many devices at the same time. The main charac-

teristics of Massive MIMO is the fully digital processing, where each antenna ha its

own Radio Frequency RF and digital baseband. This gives Massive MIMO a supe-

rior performance compared with MIMO. The two main benefits of adapting Massive

MIMO that are desirable in the 5G are the spectral efficiency which is achieved by

spatial multiplexing, and energy efficiency, which the array gain permits a significant

reduction in the transmission power [5]. However, a clear Channel State Information

CSI is required to exploit the full advantage of Massive MIMO.

2. millimeter Wave (mmWave) mmWave is the waves with bandwidth that is rang-

ing from 30GHz to 300GHz. mmWave has been introduced as a part of the 5G

networks to provide high data throughput for short range application. The mmWave

range (30GHz to 300GHz) can offer an abundance of spectrum that can be utilized in

providing the required high demands of the 5G. Other advantage of mmWave is its

short wavelength which helps install large number of antenna elements into a small

area. This helps expoilting massive MIMO at both the BS and the devices [6].The

high frequency of mmWave suffers from high propagation loss due to the rain attenu-

ation compared with microwaves which limits the range of the mmWave[7]. However,

with the emerging of small cells and indoor usage the rain attenuation will have less

effects on the performance of the mmWave. Therefore, mmWave communications are

perfectly suited for indoor environments and small cells of size on the order of 200m[8].

3. Cognitive Radio Networks (CRN): CRN is another promising technology in the

5G networks that is dynamically exploit the available spectrum. The spectrum sub

6 GHz is a crowded bandwidth with all the licensed application that use it to com-
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municate. However, even though the sub 6 spectrum is totally licensed, CRN allow

users without license to exploit the under utilized bandwidth opportunistically [9].

CRN technology assumes the existence of two types of networks, the primary net-

works (PNs) that serve primary UEs (PUEs) and secondary networks (SN) that serve

secondary UEs (SUEs). In this topology the PNs have the priority in exploiting the

licensed spectrum while the SNs are exploiting the licensed spectrum as long as they

does not cause disturbance in the PUEs connection [10].

4. Small Cells: Spectrum reuse has been used as an approach to accommodate more

demands. This can be applied using another new technology that is able to reuse

the spectrum to its full exploitation. Small BSs are new approach that are used to

accommodate the high demands and are discussed in the following section.

1.2 Small Base Stations in Heterogenous Networks

As state above, the demand for higher throughput in mobile broadband communications

increases dramatically every year, wireless carriers must be prepared to match this growing

demand. According to Cisco’s Visual Networking Index [11], the cellular networks might

have to deliver to users 1000 times the current throughput. There is a requirement of

rearchitecting the wireless networks from traditional macro base stations (MBSs) covering

wide areas, e.g., 10s of kilometres, to the introduction of much smaller coverage small base

stations (SBSs). These typically include femtocells, with each covering 10s of meters and

are deployed in an ultra densed manner. Therefore, one of the promising technologies of the

next generation cellular systems (i.e., 5G) is the SBSs, where the smaller coverage of the SBS

results in higher spectrum reuse rate which increases the network capacity and provides the

required data rates. Furthermore, Base Stations (BS) with smaller area coverage ensures

the reduction in the number of users competing for resources at every BS [12].

The SBSs are small, low energy, cost effective and self-configurable BSs. The SBSs

are introduced to solve the problems that arise by the increasing demand for higher data
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rates. Therefore, they are seen as an alternative to MBSs for better coverage, quality of

service (QoS) and energy efficiency. The SBSs are proposed to operate within the coverage

of the MBSs as an additional layer in HetNets where users with higher QoS demands can

be offloaded from the MBS to the nearby SBSs. Moreover, the SBSs are typically installed

in densed areas like malls, offices and crowded parks where they provide cellular services

as closed, i.e., serving only the owners of the BS, or open, i.e., serving all subscribers, as

configured by the service providers [13]. Thus, the benefits from introducing SBSs in the

cellular networks are: First, higher signal strength due to shorter distance between the user

and the SBS; second, lower transmitted power and interference mitigation and, third, fewer

associated users lead to better distribution of the resources between the users [14].

However, the deployment of a large number of SBSs requires more attention since it

can introduce more complications to the wireless networks in general. One problem that

is caused by deploying the large number of SBSs is the interference that each SBS causes

to others. The interference is a problem in HetNets since the SBSs are deployed without

preplanning and in a decentralized manner. Thus, a power management is necessary to

overcome the system degradation that may occur as a result of high interference in the

wireless network [15].

1.3 Green Communication and Energy Efficiency in HetNets

The global temperature has been steadily rising through the last half century which is

mainly due to the concentration of carbon dioxide (CO2) in the atmosphere. The rise of the

global temperature encouraged scientists to work on new means to reduce the greenhouse

gas emissions (GHG) that cause the concentration of CO2. The information and communi-

cation technology (ICT) is one of the contributors of the GHG emission that is not widely

discussed on the media. Furthermore, the ICT sector is currently growing and developing

fast that the GHG emission from this sector is going to double within a decade [16]. A

study conducted by [17] showed that the ICT GHG emissions contribution could grow from



www.manaraa.com

5

around 1.6% in 2007 to more than 14% of the 2016-level worldwide GHG emission by 2040,

which accounts for more than half of the current contribution of the transportation sec-

tor. Thus, the deployment of the SBSs in large numbers contributes to increasing energy

consumption in the whole network. The SBSs are introduced as an energy efficient BS com-

pared relatively to larger BSs. However, cellular networks with densed SBSs deployment

can be a challenge to energy efficient networks due to the increased number of SBSs, which

adds to energy consumption [18]. Therefore, introducing new technologies to minimize the

energy consumption is an important and active research topic.

The power consumption for every BS (including SBSs) includes three components [18]:

• Transmission Power: corresponds to the amount of energy used to transmit the

signal from the BS to the users, which includes the power amplifier (PA) and signal

modulation from the baseband to the wireless radio signal.

• Computational Power: which represents the energy consumed by the basic circuitry

of the BS, that includes the digital signal processing function, the control functions,

the management functions and the backhauling communication.

• Other Types of Power: corresponds to all other energy consumption that are

not included into the Transmission and Computational types. More specifically, the

energy consumed for cooling and energy lost to a non-ideal power transfer between the

power grid and the BS power supply. Also, on the receiver end, the power consumed

at the receiver circuit.

There are many new approaches to reduce the energy consumption of the BS in the

literature, and two of the well known approaches are the sleeping strategy, where a SBS

without any associated users is then turned off, and energy harvesting, where the SBS

supports itself by harvesting energy from a renewable energy source (e.g., solar, wind...

etc).
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1.3.1 Sleeping Strategies in SBS

The BS sleep control has been considered as an effective approach for minimizing the

BS’s energy consumption. The data traffic fluctuates considerably during different times

of the day and at different locations. For example, high traffic demands originate from the

downtown areas or business districts during weekday mornings in comparison to weekend

mornings, where the traffic is very limited. This fluctuation in data demand provides the

opportunity to turn off under-utilized BSs to save energy. The sleeping strategy is an active

research area due to its great potential, thus, many efforts have been dedicated to designing

different sleeping strategies for different network scenarios [19]-[20]. However, as for next

generation networks with their heterogeneous architectures, designing a sleeping strategy

faces many challenges, which can be summarized as follow:

• Applicability to New Technologies: The next generation cellular network (i.e.,

5G) is considering several new technologies, e.g., device-to-device (D2D), opportunis-

tic and unlicensed user communication, unlicensed bands and closed/open SBSs. All

these new technologies lead to difficulties in designing effective sleeping strategies.

For example, the sleeping strategy of a closed SBS which serves a limited number of

registered users

• SBSs Dense Deployment: The SBSs deployment is considered to be dense where

a large number of SBSs are deployed in relatively small areas. The large number of

SBSs increases the complexity of solving any proposed design. For example, solving

the user association optimally requires deciding on large binary decision variables,

which takes exponential time to solve and this makes it impractical for use in a time

efficient manner.

• Frequent Fluctuation in Data Demand: Due to the small coverage of the SBSs,

the user association is required to be performed over shorter periods (in seconds) even

for slow moving users. This results in high fluctuations in the data demands from the
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users of every SBS, where in every time slot the number of users associated with it

changes greatly. The changes over short times require designing fast algorithms that

can accommodate the fast changes.

• High ON-OFF Frequency: The sleeping strategy is very effective in saving energy

in cellular networks. However, the frequent switching of devices ON and OFF has a

negative impact on the SBS hardware lifetime [21]. In [22], the authors discuss the two

parameters that impact the lifetime of the SBS. The first parameter is positive, and is

the duration of the sleeping time (the longer the SBS is deactivated the better), while

the second one has a negative impact which is the frequency of the ON/OFF on the

lifetime ( higher switching frequency causes a reduction in the lifetime). Therefore,

considering the sleeping strategy only to build an energy efficient cellular network may

not be the best approach to reliably operate networks, as the frequent power change

may decrease the lifetime of the SBSs and cause more failures to the network.

An important feature of the SBSs is the unplanned deployment, such as the users plug-

and-play deployment, in contrast of the MBSs where the service provider deploys them

according to careful planning and dimensioning strategies.

1.3.2 Energy Harvesting in SBS

Renewable Energy (RE) is one of the clean energy sources in next generation networks

to ease the effect of climate change. Since most of the energy consumption in the cellular

networks caused by the BSs (from 75% to 80% according to [23]), reducing the energy

consumption at this level is essential for energy efficient networks. Energy Harvesting is a

promising solution for minimizing the energy consumption of a BS. The BSs can harvest

energy from ambient environment, such as solar power, winds and Radio Frequency (RF).

The Harvested Energy (HE) could partially sustain the needs of the BS and for the case

of SBSs could be fully sustained by HE [24]. Suggesting HE to power MBS in cellular

networks was proposed in 2001 in[25]. Nevertheless, according to [26] the renewable energy
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has not been fully exploited in cellular networks due to economical reasons. However, with

the dense deployment of the SBSs, installing HE parts could provide the network with a

reliable source of energy.

Using HE in cellular networks could provide many benefits for customers, service providers

and the environment. As stated before, the cellular networks contribute a considerable per-

centage of the GHG emissions, thus, HE could provide a great source of environmental

friendly energy. Also, HE could be installed in BSs on rural areas where there is no power

grid and are powered by diesel generators. As for service providers, HE is one method of

minimizing the cellular network’s daily OPEX. Also, HE could provide a backup power

source in case of grid failures [27]. Furthermore, the On the other hand, the advanced tech-

nology of smart grids (SG) made energy cooperation between wireless networks different

components feasible. The concept of SG can be regarded as an electric system that uses

information and two-way power flow in an integrated fashion to achieve an efficient and

sustainable system [28]. Exploiting such technology could provide enormous opportunities

for wireless networks. One approach is by utilizing the SG to transfer harvested energy

from one BS to another, with high transfer efficiency.

1.4 Machine Learning in 5G Networks

ML is a promising enabler for solving complex, dynamic and time-limiting problems

in an efficient time. The ML is evolving from a mere pattern recognition tool to govern

complex systems through learning processes [29]. The way ML works is that an algorithm

running on the machine learns to execute a particular task based on historical knowledge

of the behaviour of this task, then the machine aims to improve its performance while

executing the task. ML can be widely employed in modeling new emerging problems of 5G

systems, such as massive MIMO, D2D networks, HetNets with small cells[30].

In this thesis we focus on applying ML to two main problems, mobility prediction and

ANN in optimization.
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1.4.1 Mobility Prediction

One of the great advantages of wireless networks compared with wired networks is its

ability to serve moving UEs without any loss of the quality of service. Therefore, knowledge

of human mobility is essential in assuring the quality of service required in communication

networks. In [31], the authors inspected the movement of 50, 000 individuals to study

their trajectories in a limited time frame. By measuring the entropy of each individual’s

movement pattern, they found a %95 potential predictability in user mobility across the

whole set of individuals that are under study. This means that users tend to follow predicted

patterns and lack the variability in predictability. This predictable pattern of movement

gives a great advantage for wireless networks operators to design the wireless networks to

accommodate this predictable pattern.

Mobility prediction has two main ways of prediction: Handover (HO) prediction and

location prediction. The HO prediction focuses on the aspects of the UE switching from one

BS to another. HO prediction is one of the most widely used prediction methods in wireless

communication networks, since it allows a proactive approach in resource allocation. Thus

accurate HO prediction is a significant method in reducing the latency and call drop[32].

However, in SBS dense networks the UE’s location is more important than the mere HO

between two BSs. The HO in a dense network is more challenging in prediction aspect and

does not provide the essential information that is needed in designing the other networks

requirements. The power management is a key aspect in modern HetNets, where BSs can

change their transmission power according to the level of interference, UE’s location and

UE association. Therefore, the location prediction provides more valuable information that

helps improve the network’s performance compared with HO prediction.

1.4.2 Artificial Neural Networks (ANN)

ANNs are promising computational tools that are developed to solve many complex

problems. The advantage of the ANN comes from its ability of universally approximating
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any input-output relation of any given system [33]. ANNs are defined as a structure that is

comprised of interconnected simple nodes (called neurons) that are capable of performing

simple tasks. The combination of these simple neurons gives a massive computational

capability in processing the data [34]. ANNs have a wide range of applications, from

computer science to medicine, engineering and statistics. Figure 1.1 shows the topology of

typical ANN. The most important types of problems that ANN shows its power are the

following:

1

2

K

  
2

1

3

N

Output

1

2

N

3

Input Layer Hidden Layer

Figure 1.1 Artificial Neural Network Topology.

1. Classification: The task of ANN in classification is to assign any data represented

by its features as an input to one of a set of predefined classes. Speech recognition

and image recognition are well know applications of this type.

2. Clustering: Clustering is a kind of classification with unlabeled input. It is known

as unsupervised learning since the training data has no labels. In clustering, ANN

explores the similarities between the input data and group them in one cluster.

3. Function Approximation: In many engineering real-world problems, the mapping

between certain inputs and outputs is unknown. The task of ANN in this application

is to find an approximation function that can estimate the relation between the input

and the output.
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4. Time Series Prediction: This task is used in forecasting future data according to a

time sequenced data input. ANN is trained to predict the pattern that the time series

follows in order to generate a forecasting of where the series is heading in the future.

Stock markets, weather forecasting and human mobility are some of the applications

that use this type.

ANN generally consists of layers, neurons and weighted connections. The layers are of

three types, input layer, hidden layer (or layers), and output layer. The input layer is the

layer that receives the external input and usually has a number of neurons that is equal to

the number of the input data. The layer that produces the final results is the output layer

which consists of one or more neurons according to the specific application of this ANN.

The layer or layers in between are called the hidden layers, with numbers of the neurons

that differ from layer to layer according the requirement of every design. Each neuron in

the hidden layers is equipped with an activation function. The hidden layers take inputs

from the input layer and multiplies them by weights and produces an output through the

activation function.

The most important unit in ANN structure is the activation function. Activation func-

tions are used to decide if a neuron should be active or not according to the value of the

input multiplied by the assigned weight [35]. The most important activation functions are

listed below:

1. Logistic Sigmoid Function: This is a conventional activation function that has a

mathematical representation of f(x) = 1
1+exp−x . The function is differentiable and

monotonic and the output of the function is always between 0 and 1. However,

the function’s values towards the ends are almost horizontal, i.e., it responds less to

changes to the input values, which means the gradient in these regions is small or

has vanished. Another problem with the sigmoid function is that its mean value is

non-zero which induces singular values in the Hessian, which causes a slower learning

time [36].
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2. Hyperbolic Tan: Similar to logistic Sigmoid function, Tanh is an S-shaped function

and differentiable its mathematical representation is f(x) = exp2x−1
exp2x+1

. Tanh has an

advantage over logistic sigmoid that its output ranges between −1 and −1 instead

between 1 and 0 in logistic sigmoid case. This results in a zero mean that can speed

up the learning time.

3. Rectifier Linear Unit (ReLU): is the most popular non-linear functions [37]. It

is simply the half wave rectifier f(x) = max(0, x). ReLU’s popularity comes from

its advantage of faster learning in networks with multilayers which creates sparse

neurons[38]. However, due to horizontal line for negative x, the gradient in this

region will be 0, which means the weights for these neurons will not be adjusted. This

problem can be solved using Leaky ReLU, which is a modified version of ReLU that

the negative part is not horizontal line but in fact is a linear line with a very small

slope. Leaky ReLU has the following mathematical representation:

f(x) =


x x ≥ 0

.01x otherwise

The learning process in neural networks is carried out using a backpropagation. Back-

propagation is the algorithm that is deployed to carry the learning process back to the

neurons in neural networks. The learning problem is formulated as a minimization of the

loss function, which measures the performance of the neural network on a data set. The loss

function is composed of two parts, the error function and the regularization term. The error

function evaluates the neural networks performance. The regularization term is to prevent

the ANN from overfitting. There are many algorithms that are used in performing the

backpropagation process, and the most popular algorithm is Levenberg-Marquardt which

is designed to work with loss functions.
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1.5 Thesis Contribution and Scope

The main theme of this thesis is green wireless communication. In the green wireless

communication paradigm we applied new approaches to help reduce the energy consumption

in wireless networks. Since most of the consumed energy in such networks comes from the

BSs, we propose new ways in reducing the BSs energy consumption without affecting the

UE’s quality of service. In 5G, the networks will consist of large number SBSs that will

increase the energy consumption and increase the complexity of the network. Thus, our

new approaches will help reduce energy consumption in complex wireless HetNets. First,

we propose a new sleeping strategy where the system will minimize the number of active

SBSs and reduce the frequency of owering SBSs ON and OFF. In order to maximize energy

savings, we formulate an optimization problem that provides an optimal user association

and SBSs sleeping strategy for the entire network, while minimizing the total numbers of

the switching of SBSs ON and OFF.

A second approach for reducing the energy consumption in SBSs is developed in which,

we introduce a second source of energy, specifically, renewable energy. In this approach

every SBS draws its power from two energy sources, a grid power source, and a harvestable

energy source. Combining the harvested energy with the sleeping strategy results in re-

ducing the energy drawn from the grid. We investigate the grid energy minimization prob-

lem by optimizing both the harvested energy transfer from one SBS to another and acti-

vation/deactivation (Dynamic Sleeping) of the SBSs. Furthermore, new UEs’ movement

prediction method is introduced to provide a future information for the model and to ap-

ply an accurate designing parameters. This method is based on a combined approach of

Non-linear Autoregressive with External input(NARX) and probabilistic Latent semantic

Analysis (pLSA) to provide accurate prediction for multiple steps.

Finally, due to the complexity of the formulated problem, we investigate other ways

of solving the optimization problem. First we introduced a new method by using network

centrality to develop a new metric, Base Station Centrality (BSC), of the SBS centrality
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in the network. BSC is presented to mark the SBSs that have the most potential to be

deactivated without affecting the QoS of users. Second, we consider integrating powerful

Machine Learning (ML) techniques to provide solution to the optimization problem, with

less computation demands. Thus, we introduce an efficient and less complex approach that

is based on synthetically generating data from the optimization problem and employing it

to train and configure an Artificial Neural Network.

1.6 Thesis Organization

The rest of the thesis is organized as follows:

Chapter 2 discusses the most recent related works. Chapter 3 introduces the a new

method of lifetime prolonging and femto base station’s sleeping strategy in HetNets by

reducing the frequent change of power level between turning ON and OFF the SBS. Chapter

4 presents a cooperative small cell HetNet that employs both sleeping and energy harvesting,

where renewable energy source is introduced into the network in order to minimize energy

consumption. Chapter 5 proposes an enhanced cooperative small cell HetNet by integrating

an ANN to provide a solution of the optimization problem with less computations demands.

Chapter 6 concludes the thesis and outlines its main contributions. Some potential open

problems and possible future works are also presented in this chapter.
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CHAPTER 2. LITERATURE REVIEW

2.1 Small Base Stations in Heterogenous Networks

There is some recent work which focuses on energy efficient SBS networks. In [39] the

authors consider minimizing the energy consumption by turning off the MBS and offload

the users to SBSs or neighboring MBSs. Since the MBSs consume much more energy than

SBSs, it is reasonable to turn the MBSs off. Nevertheless, SBSs are being deployed in large

numbers, therefore, deactivating some of the deployed SBSs can reduce the networks energy

consumption greatly. In [40] the authors proposed an energy efficient scheme that minimizes

the total power consumption in SBS networks. However, the authors considered minimizing

the power, not the ratio of power and rate, which results mostly in providing the users with

the minimum required rate. The authors in [41] consider a two tier network, which consists

of an MBS underlaid by SBSs. They also considered minimizing the ratio of the energy

to the rate in order to maintain quality of service. However, the authors were concerned

with optimizing the transmission power only, i.e., the authors did not consider minimizing

the energy by sleeping strategy for either the SBSs or the MBS. Similarly, in [42] and

[43] the authors considered two-tier networks, where MBS/SBS co-exist, they also consider

maximizing the ratio of the system throughput and the energy consumption. However, the

authors did not take into consideration the SBSs basic circuit energy consumption. While

in [21] the authors considered the energy efficiency and lifetime of the BS, they did not

consider the quality of service requirements of users.

On the other hand, several researches have dealt with powering cellular BSs with renew-

able energy sources. In [26] and [44], the authors highlighted the importance of combining
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renewable energy systems and the smart grid for developing an energy efficient cellular

network. In [45], the authors formulated a constrained optimization problem in order to

minimize the total cost incurred by the Cellular Networks operators by harvesting and

transferring the energy through the SG. Additionally, the authors of [46] and [47], used the

dynamic sleeping to activate and deactivate BSs in order to minimize the energy drawn

from the grid. In [48] they formulate an optimization problem for the system, and due to

the problem’s NP-hardness, they proposed a greedy decomposition to tackle the problem.

On the other hand, the authors of [49] considered a model where the small BSs are pow-

ered solely by harvested energy, and minimized the grid energy by optimizing the Macro

BS active probability and Small BSs transmission power. In [47], the authors considered

a system of Cognitive Radio (CR) and formulated a constrained optimization problem to

maximize the throughput by optimizing the power allocation from the renewable energy

and smart grid.

Moreover, the authors in [50] considered the stochastic process of energy harvesting of

the remote radio heads (RRHs) to develop an online resource allocation algorithm, which

maximized user utility while ensuring the sustainability of each RRH in Cloud-RANs.

2.2 Mobility Prediction in HetNets

Mobility prediction as part of the wireless networks design has attracted attention from

academia and industry. The main concept of the mobility prediction is that giving the

current and previous locations for a unique UE, what will be the next location or locations

for that UE. Such predictions help optimize the wireless networks resource allocation and

increase its performance. There are many research done in predicting the UE mobility.

Works [51]-[52], are based on Markov Chain, which is easy to implement but can suffer

from overfitting for low data. The authors of [53]-[54], are proposing mobility prediction

based on Hidden Markov Model (HMM), which is more accurate than Markov chain and

is able to find more complex relation between different patterns. However, HMM requires
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more complex structure and higher computational capacity. The works of [55]-[56], apply

the ANN to predict users’ mobility by learning their inherent characteristics. However,

ANN has a huge computational expense during the training process and without proper

validation it can suffer from overfitting.

Authors of [51] investigated Markov chain to predict the users movement in SBSs, specif-

ically in Femto BSs, where their results shows the prediction accuracy is affected by the

regularity of the user’s movement. The authors used the generated historical database for

the users to discover mobility pattern and improve the prediction performance.The authors

of[57] is using an enhanced Markov chain algorithm to predict user mobility by introducing

an algorithm that is composed of two components: Global Prediction Algorithm (GPA)

and Local Prediction Algorithm (LPA). IF GPA fails when the cell does not exist in the

training database, then LPA is used. In [52], the authors employed Markov chain user

prediction in proactive caching in anywhere in the network rather than just at the edge.

The authors discussed a system where vehicles are connected to Roadside Units (RSU),

can be BSs or Access points (APs), to allow them to connect to the internet backbone. In

order to proactively cache data into the RSUs, the authors presented a mobility prediction

based on Markov chain to predict the vehicle’s next RSU. In [58] the authors proposed a

mobility prediction based on Markov Chains to predict the users trajectory to minimize the

interruption time when the handover is triggered.

In [53] , the authors adapted HMM as mobility prediction model to forecast the next AP

the user connects with. The authors proposed a location awareness AP selection algorithm

to improve the number of connection to AP with better signal quality compared to ran-

dom handover. The results shows the superiority of the system performance that is using

the HMM in comparison with the random movement. In [59], the authors combined the

HMM with pLSA to improve the probabilistic prediction performance. The authors imple-

mented a history-based Expectation Maximization algorithm and GPS trajectory prediction

to improve the performance. Their results show successful prediction with as low as 2.2%
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inaccuracy. In [54], the authors constructed a hybrid Markov that takes the non-Gaussian

spatio-temporal characteristics of human data into accounts. The authors improved the

prediction accuracy of the Markov models by overcoming their drawbacks i.e., time in-

dependency , high memory cost and failure to predict new locations. The authors also

presented an algorithm that discovers the mobility patterns to help increase the prediction

accuracy. The results show a prediction accuracy of more than 56%. The authors in [60]

combined the space-partitioning with their model of the frequent regions to predict trajec-

tory patterns using Hidden Markov Models. In [61], the authors used a mixture model that

uses the individual data to generate broader patterns (e.g., to work, to home... etc.).

The authors of [55], proposed a new algorithm based on Recurrent Neural Networks that

dynamically selects the BS to form virtual cell topologies. The authors built a simple model

to effectively select the next BS the user will probability connect to. The simulation results

show an accuracy of 98% to predict the optimal virtual cell topology. The model does not

predict the exact user’s location but instead it consider the Received Signal Strength (RSS)

to make the prediction. In [62], the authors proposed a handover prediction method based

on NARX model. The authors formulated a mathematical model to solve the handover

decision problem assuming the mobility scenario is known. The optimal solution for the

mathematical model is then used to train the NARX to be able to automatically make the

handover decision based on the RSS. The results show that the new model outperforms the

threshold-based handover in terms of delay, which results in abetter Quality of Service. The

authors of [63], discussed the different training algorithms that are used in training NARX

network to predict the user’s GPS location. The authors employed NARX to predict the

GPS location for users in case of the GPS signal is lost. The results show that Levenberg

Marquardt algorithm outperformed Conjugate Gradient with Flectcher Reeves updates in

case of the user’s height. In [56], the authors proposed a routing scheme, in which the

controller uses the trained ANN to predict the vehicle arrival rate without continuously

monitoring the vehicle locations. Based on the prediction of the arrival rate the BS can
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estimate the traffic by building the traffic model and then make the routing decision. The

simulation results show that the proposed scheme outperforms others in terms of delay.

2.3 Deep Learning (DL) in Wireless Networks

Deep learning has a broad range of applications in wireless networks that can con-

tributes in designing and optimizing the performance. According to [64], deep learning can

contributes to the wireless networks in many applications, where some of the advanced areas

are: Firs, DL in network level, e.g., traffic classification, network prediction and resource

allocation. Second, DL in user mobility analysis where DL is used in predicting user’s

movement and user patterns. Third, DL in network control such as network optimization,

routing and scheduling.

In [65], the authors investigate the effects of the network’s metrics such as user through-

put , number of active users in a cell, data per user and channel status in user’s Quality

of Experience QoE. The authors employ ANN to predict the users’ QoE as the network’s

metrics changes, where the results show high prediction accuracy. The authors of [66], de-

veloped a network traffic prediction method based on a deep belief network and a Gaussian

model. The model is designed to predict the precise estimate of the network distributions.

In [67],[68] the authors presented a city wide scale prediction based on modified ANNs. The

authors of [67], propose a prediction on a city scale that deploy a deep Spatio-Temporal

neural Network (STN) that exploits important relations between user traffic patterns at

different locations and times, to achieve a precise prediction for the mobile traffic. In their

work, they combined the Convolutional Long Short-Term Memory (ConLSTM) and 3D-

Convolutional Networks to model long-term trends and short-term variations of the mobile

traffic volume, respectively. Such scheme can take advantage of both models by using

two layers that fuse the features extracted by each model from previous traffic measure-

ments. In [68], the authors proposed a mobile traffic super resolution technique that reduces

the complexity of measurements and analysis. A modified Generative Adversarial neural
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Network(GAN) architecture is presented to infer fine-grained mobile traffic patterns, from

aggregate measurements collected by network probes.

In traffic classification, the authors of [69] propose an end-to-end method of encrypted

traffic classification with one-dimensional Convolution Neural Networks (CNN). One-dimensional

CNN is trained by feeding it with the traffic features to learn to predict the encrypted traffic

labels. The results in this end-to-end approach outperform the state of the art scheme that

is employing divide and conquer. Moreover, in [70], the authors applied Self-taught Learn-

ing (STL) which is based on deep learning that helps detect network breaches. The results

show that the Network Intrusion Detection System (NIDS) performed very well compared

to previously implemented NIDSs for the normal/anomaly detection when evaluated on the

test data. Similarly, the authors of [71], presents a novel deep learning technique for intru-

sion detection, which is based on nonsymmetric deep autoencoder (NDAE). Moreover, they

proposed a deep learning classification model constructed using NDAEs and Random For-

est learning. Combining the two approaches increased the performance of the classification

since the analytical overhead is reduced.

In [72], the authors proposed a new idea of employing deep learning in wireless commu-

nication. The authors argue that the lack of considering deep learning in wireless commu-

nication is due to the strong theoretical model for their system design and optimization.

However, the mathematical model in wireless communication became increasingly complex

and consumes an ever increasing time in solving it. Thus, they propose combining the

strong mathematical model in wireless communication and DL to produce a system that

is capable of the near optimal solution for never observed inputs. This scheme use the

accurate mathematical method in generating output for a given input, then this pair of

input-output is then used to train ANN to be used for unobserved inputs. The results show

good performance with relatively small computational burden.
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CHAPTER 3. LIFETIME PROLONGING AND FEMTO BASE

STATION’S SLEEPING STRATEGY IN HETNETS

3.1 Introduction

In this chapter, we introduce a holistic sleeping strategy for heterogenous networks by:

• Reducing the active time (ON time) of Femto Base Stationa (FBSs) to reduce the

total energy consumption of the network.

• Relocating the released spectrum to other ON FBSs to reduce transmission power by

transmitting the data using wider spectrum, hence further reducing energy consump-

tion.

• Minimizing the switching frequency (the frequency of turning the FBS ON and OFF)

to reduce the FBS’s hardware failure probability on the long run.

In the proposed system, we mathematically formulate an optimization problem to optimize

both the energy efficiency and the total switching frequency of all FBSs of the network.

Additionally, due to the problems NP-hardness, we propose a heuristic clustering approach,

where the network is divided into smaller disjoint clusters, which are solved independently.

We use different clustering approaches and compare between their performance in terms of

optimality and complexity.

3.2 System Model

We consider a heterogenous network, which consists of an MBS overlaid with many

FBSs. The MBS is covering a large area including the area that is covered by the FBSs.
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We assume that the FBSs are controlled by a central controller that the FBSs are backhauled

through broadband connections. We consider a cellular network where the FBSs and users

are distributed randomly within the coverage area of an MBS. We focus on the downlink

communication to the users since it occupies most of the spectrum most of the time, we also

assume that there is no interference between the MBS and FBSs, since they use different

frequency bands in the downlink.

In the system model we consider the FBSs to be either open, open but owned by

individuals, or hybrid. In open, the FBSs are owned and distributed in large scale in

public areas (e.g., airports, malls, etc..) by the operator, where in open but owned by

individuals FBSs are open but owned and operated by individuals. On the other hand, a

hybrid FBS is an FBS that is individually owned and the owner allows part of the FBS’s

resources to be used openly.

Let f = 1, ..., F denote the set of the FBSs in the macro cell coverage area, while

u = 1, ..., U denotes the set of randomly distributed users covered by the FBSs. Moreover,

let c = 1, ..., C denotes the available resources in the network. The system is slotted into

n = 1, ..., N slots, with τ as the duration of every time slot. We also assume that users

associate with the FBS with the highest SINR. Furthermore, every user is associated with

only one FBS but can use more than one channel to communicate with that FBS, depending

on the bandwidth allocated to the user.

Figure 3.1 shows a two-tier network architecture, where we have an MBS covering a spe-

cific area. Inside the MBS coverage area we show a small area of FBSs that are underlaying

the MBS. We assume that the MBS and FBSs are using OFDMA, therefore, the MBS will

cause no interference to the FBS users, therefore. Hence, the cause of the interference to a

certain FBS user will be other FBSs that are using the same channel.
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Figure 3.1 The Network Architecture.

3.2.1 Achievable Rate for All Users

Let xcuf [n], be a binary indicator that is equal to 1 if channel c is used by user u and

FBS f during time slot n, or 0 otherwise. Also, let zuf [n] be a binary indicator that is equal

to 1 if user u is associated with base station f during time slot n, or 0 otherwise. Moreover,

let yf [n] be a binary variable that represents the FBS on/off status, where yf [n] = 1 if the

FBS is on during time slot n, and yf [n] = 0 if the FBS is off. Also, pcuf [n] and hcuf [n] denote

the transmission power and channel gain from FBS f to user u using channel c during time

slot n.

The interference at a user u which is associated with FBS f from all other FBSs are

using the same channel c during time slot n will be:

Icuf [n] =
U∑
j 6=u

F∑
i 6=f

pcji[n]hcui[n], (3.1)

where pcji[n] and hcui[n] represent the power and channel gain for all other users which are

connected to other FBSs with the same channel. Then, the signal to interference and noise

ratio (SINR) at user u is:

γcuf [n] =
pcuf [n]hcuf [n]

Icuf [n] + ωσ
, (3.2)

where ω is the available bandwidth for every channel, and σ is the channel noise spectral

density which, is assumed to be Additive White Gaussian Noise AWGN. Thus, the data

rate for every user using a single channel will be as follow:
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Rcuf [n] = ω log(1 + γcuf [n]), (3.3)

Hence, the total rate for every FBS is the summation of the aggregated rate for all users

associated with the FBS:

Rf =
U∑
u=1

C∑
c=1

N∑
n=1

ω log(1 + γcuf [n]), (3.4)

Additionally, let the variable εf be defined as an indicator for switching between ON and

OFF, and vice versa, for every FBS and is expressed as εf [n] = yf [n]− yf [n− 1].

3.2.2 Energy Consumption Model For FBSs

The total energy consumption for every FBS is as follow:

Ef =
U∑
u=1

C∑
c=1

N∑
n=1

pcuf [n]τ +
N∑
n=1

Ebyf [n], (3.5)

where Eb is the constant energy consumption for operating the FBS equipments. In (3.5),

the first part represents the total transmission power, while the second part represents the

basic energy consumption of the FBS.

Thus, the system energy efficiency, which is defined as the ratio between the total energy

consumption to the total rate is given by:

Γ =

∑F
f=1Ef∑F
f=1Rf

, (3.6)

3.3 Problem Formulation and Solution

In this section, we model the proposed system as an optimization problem with QoS

constraint. Then we proposed a clustering heuristic solution to the problem.

3.3.1 The Optimization Formulation of the Problem

Our goal here is to minimize the ratio of the total energy consumption divided by the

total achieved rate for all FBSs. The minimization is subject to certain QoS constraints
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which are defined by the minimum rates for each of the users. The formulation, which is a

mixed integer nonlinear program (MINLP) is shown below:

Problem Γ :

Minimize
pcuf [n],yf [n],zuf [n],x

c
uf [n]

∑F
f=1Ef∑F
f=1Rf

+
F∑
f=1

N∑
n=1

|εf [n]|
(3.7)

subject to

F∑
f=1

C∑
c=1

Rcfu[n] ≥ Rminu , ∀n∀ u
(3.8)

U∑
u=1

xcuf [n] ≤ 1, ∀ f, ∀ c,∀n (3.9)

F∑
f=1

zuf [n] = 1, ∀ u,∀n, (3.10)

∑C
c=1 x

c
uf [n]

Q
≤ zuf [n] ≤

C∑
c=1

xcuf [n], ∀n, f, u, (3.11)

∑U
u=1 zuf [n]

Q
≤ yf [n] ≤

U∑
u=1

zuf [n], ∀ f, ∀n (3.12)

U∑
u=1

C∑
c=1

pcuf [n] ≤ Pmax
U∑
u=1

C∑
c=1

xcuf [n], ∀f,∀n, (3.13)

where Rmin is the minimum required rate for every user. Pmaxf is the maximum allowed

transmission power for every FBS. Also, zuf [n] is a binary variable representing the associ-

ation between the FBS and user in every time slot. Q represents the total number of the

available resource blocks.

Constraint (3.8) represents the quality of service (QoS) with a minimum service rate for

every user. While constraint (3.9) guarantees that every channel is used at most once in

every FBS, constraint (3.10) represents the users’ association with the FBSs, where every

user is associated with a single FBS and no user is allowed to associate with more than

that.
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Constraint (3.11) evaluates zuf [n], where if there is at least one user u that is associated

with the FBS f , then zuf [n] is one, or zero otherwise. Similarly, constraint (3.12) captures

the sleeping strategy of the variable yf [n], where if there is at least one user associated with

the FBS f then this FBS is kept on, otherwise it will be turned off. Constraint (3.13) is

the maximum power constraint.

Since the above problem is a Mixed Integer Nonlinear Problem MINLP, which is known

to be NP-hard and there is no efficient algorithm with a reasonable time that can solve

the problem, especially for large numbers of variables. Additionally, the absolute value in

the objective function is causing the problem to be differentiable, while constraint (3.8) is

causing the problem to be a non-convex, which will add to the complexity of the problem.

Reformulating the problem is required by rewiring the absolute operator in a differentiable

form. Finally, we suggest a clustering heuristic solution where we can divide the network

into smaller clusters. Moreover, solving the clusters individually can reduce the calculation

time greatly. The optimization problem will be as follows:

Problem Γ :

Minimize
pcuf [n],yf [n],zuf [n],x

c
uf [n]

∑F
f=1Ef∑F
f=1Rf

+
F∑
f=1

N∑
n=1

tf [n]
(3.14)

subject to :

(3.8)− (3.13)

εf [n]− tf [n] ≤ 0 ∀n∀f

εf [n] + tf [n] ≤ 0 ∀n∀f

tf [n] ≤ 0 ∀n∀f

(3.15)

3.3.2 The Clustering Approach

In this approach, we will divide the network into smaller disjoint clusters, where every

cluster includes part of the available resources and part of the FBSs. Within a cluster, the

neighboring FBSs will form a smaller network, where it will be dealt with independently
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from other clusters. Therefore, the whole network is divided into many disjoint clusters

that are independent from each other. Furthermore, the optimization problem (3.7)-(3.13),

will be solved in every cluster independently.

The number of clusters is proportional to the network’s size, i.e., if the network size

increases, the number of the clusters increases. Dividing the network into clusters will help

mitigate the optimization complexity. Since the problem’s complexity increases exponen-

tially with the network’s size, then dividing the network into small clusters will keep the

complexity under control.

Moreover, it is necessary to define a measure of similarity which will establish a rule for

assigning FBS to a particular cluster. One such measure of similarity may be the Euclidean

distance D between two points x and y defined by D = ||x− y||. The smaller the distance

between x and y, the greater the similarity between the two and vice versa. There are

several clustering techniques in the literature[73], K-means and Genetics Algorithm (GA)

are two of the popular clustering approaches.

The K-means clustering approach is one of the simplest ways of clustering, which is used

to cluster unlabeled data into K apriori known clusters. The algorithm works iteratively

to assign every group to one of the K clusters based on the metric that was provided

(e.g., Euclidean Distance). Every point is assigned to a particular cluster k according to

min||ci − x||, where ci is the centroid of cluster i and x is data position. Hence, K-means

will group neighboring FBSs into smaller clusters. We can then apply equations (3.7)-(3.15)

to every cluster independently. However, since we will use a heuristic implementation of

K-means and also since we do not treat all FBSs globally, our results maybe suboptimal.

Similarly, Genetics Algorithms can be used to cluster unlabeled data into K different

clusters [74]. First, Genetic Algorithm involves a population of candidate solutions. Each

individual of the population represents a clustering of the data (i.e., set of centroids). Then,

data points is mapped to their nearest centroid. In each iteration the best solutions are

selected for the next generation, and the rest is replaced by a new solution generated in
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the crossover phase. Finally a mutation is performed to obtain a new candidate solution

[75]. In general, Genetic Algorithms perform better than K-means, where it searches the

entire space and is not affected by the initial points as in K-means. However, K-means

converges faster than genetic algorithms. Therefore, in the results section we will compare

both algorithms with the optimal approach and with each others.

3.4 Simulation Results

We evaluated the performance of the system by using computer simulation. In the

simulation we used General Algebraic Modeling System (GAMS) to run the model. In

GAMS, we used the Couenne solver, which is an open source solver for MINLP[76]. In

the simulation experiments we have randomly distributed the FBSs and the users using a

uniform distribution with maximum transmission power Pmax=0.3 Watts for every FBS,

and the constant energy consumption for operating the FBS equipments Eb=3 Watts for

every τ = 1sec. The channel’s bandwidth ω = 10MHz. Moreover, for quality of service

purposes we assumed Rmin = 1Mbps.

Figure 3.2 represents a comparison between the optimal solution and the clustering

approaches (K-means and GA), where we have the number of FBSs ranging from 3 to 12

with 24 users with N = 20 time slots. The maximum cluster size is 7 FBSs. As we can see

from the figure, the performance of the clustering approaches is very close to the optimal

solution. Moreover, with a small number of FBSs the optimal and the clustering approaches

result in identical performance since the network size is equal to the cluster size. However,

as we increase the network size, we start to see a small difference between the the optimal

solution and the clustering approaches. This difference is due to the fact that in the optimal

solution, we have a global view of the network, while in the clustering approaches we have

a partial view of the network. However, the clustering approaches computation time is

reasonable (up to two minutes compared to multiple hours for the optimal approach).
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Figure 3.2 Comparing the Optimal with the Clustering.

In Table 3.1 we compare the two algorithms (K-means and GA), for the objective func-

tion value and the computational time for the algorithm to converge. Hence, as the table

shows, the K-means is much faster than the GA with a very small difference in the optimal

value. Therefore, using K-means algorithm is more reasonable, where the network adapts

much faster than the GA without any significant loss in the energy efficiency.

Figure 3.3 shows two scenarios of the system behavior, the first scenario is without

including ε in the objective function, which allows the FBSs to switch On and OFF freely,

while the second scenario is including ε in the objective to limit the total number of switching

ON and OFF. As the figure depicts, using ε on the objective function will reduce the frequent

switching significantly, while the increase in energy consumption is negligible, especially for

fewer FBSs. On the total number of ε, we are summing the total number of switching in

the total network i,e,.
∑F

f=1 εf . Thus, scenario 2 is outperforming scenario 1 with the total

number frequent switching.

In Figure 3.4 we evaluate the achievable total rate using the K-means clustering approach

for different numbers of users. As the figure depicts, the rate increases as the number of

available FBSs increases. This is understandable, since the Pmax is limited, then as the

coverage of the FBS decreases the achievable rate increases. Moreover, as the number of
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Figure 3.3 Comparing the Two scenarios, with and without ε.

Table 3.1Comparison Between K-means and GA for Different Numbers of FBSs

No. of FBSs Obj. Fun. Value Computational Time

K-means GA K-means GA

24 0.238 0.234 1.5 sec 1.5 min

32 0.341 0.336 1.5 sec 1.5 min

40 0.366 0.361 2 sec 1.5 min

48 0.38 0.374 2.5 sec 2 mins

the users in the network increases the total aggregate rate in the network increases.However,

as the number of users increases, the incremental increase in the total rate decreases, and

the users receive rate closer to Rmin.

Similar simulation parameters as in Figure 3.2, in Figure 3.5 we evaluate the energy

consumption of the available FBSs of the K-means clustering approach. In this figure we

can see that the energy consumption increases as the number of the FBSs increases. This

increase in energy consumption is due to the increase of the number of FBSs, which will

provide higher rate, and consequently consume more energy on their hardware. On the

other hand, for fewer users scenario, the energy consumption will not increase as the FBSs

number increases, which this is due to the fact that more FBSs are turned off.
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Figure 3.4 The Total Rate of the Network with Different Numbers of Users Using the K-means

Approach.

In Figure 3.6 we use the same simulation parameters in Figure 3.2, to show how the

system is turning OFF FBSs as the number of FBSs increases. As the figure shows, in

the four different users scenarios, all FBSs are ON for a network with only 6 FBSs. This

is due to the high number of users which causes the network to activate all the available

FBSs to meet the demand. As we increase the number of available FBSs, the scenario with

fewest users to serve will keep the number of active FBSs unchanged and increase it as the

available number of FBSs increases, while the other scenarios will increase the number of

active FBSs in order to serve the users with the required rate. Thus, as we increase the

number of available FBSs the network will activate more FBSs, since this activation will

increase the aggregated users rate and consume energy reasonably.

However, in Figure 3.4, Figure 3.5 and Figure 3.6 we can see that for larger numbers

of FBSs, and scenarios with more users (40 and 48 users) the metrics will keep increasing

while the other two scenarios with fewer users (24 and 32 users) we sustain a small increase.

The explanation of this behaviour is that the network with fewer users is almost saturated,

where adding more FBSs will not affect the overall performance of the network. On the

other hand, for the scenarios with higher numbers of users, the network activates more FBSs

to provide the users with higher rates, hence, increasing the energy consumption. However,
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Figure 3.5 The Total Consumed Energy in the Network with Different Number of Users.

this increase in energy is compensated by the increase of the total rate, hence adjusting the

objective function.
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CHAPTER 4. COOPERATIVE SMALL CELL HETNETS WITH

SLEEPING AND ENERGY HARVESTING

4.1 Introduction

The goal of the work of this chapter is to minimize the power drawn from the grid by

exploiting harvested energy as much as possible. Therefore, in order to benefit from the HE

and minimize the power driven from the grid, our model will push the network to deactivate

as many Small BSs (SBSs) as possible and utilize the sleeping SBSs in harvesting energy.

However, to ensure quality of service, we set a minimum required rate for every user that

the network should not violate. The main contributions are summarized as follows:

1. We formulate an optimization problem to minimize the energy drawn from the net-

work grid by utilizing the harvested energy and dynamic sleeping of the SBSs. The

problem is formulated such that it motivates the network to deactivate as many SBSs

as possible to minimize their energy consumption and benefits from their harvesting

capability.

2. The formulated problem is a Mixed Integer NonLinear Problem (MINLP) which is

NP-hard. Therefore, we decompose the problem into two subproblems: a convex

nonlinear problem for solving the continuous variables of the harvesting energy and

a Mixed Integer Linear Problem (MILP) for solving the user association and sleeping

strategy.Then, we used the Generalized Bender Decomposition (GBD) algorithm to

solve the two subproblems iteratively for an optimal solution.
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3. We propose a new computationally efficient algorithm: Base Station Centrality (BSC)

which is based on network centrality to solve and optimize the dynamic sleeping, user

association and energy harvesting of the system model.

4. Finally, we evaluate the performance of our proposed algorithm through an exten-

sive simulation study to verify its superiority over the GBD in terms of operational

strategy.

4.2 System Model

This chapter considers a heterogenous network where several SBSs co-exist in a desig-

nated area. The deployment of the SBSs is a promising solution to provide higher quality

of service (QoS) for users. However, between the SBSs interference is considered, since

the SBSs are deployed in a dense environment and reusing the available resources provides

higher throughput.

Figure 4.1 shows the architecture of the network where SBSs are equipped with energy

harvesting methods (solar panels for example) and are serving users under their coverage.

Moreover, SBS is connected to the Smart Grid with a two way energy flow.

4.2.1 Energy Harvesting Model For SBSs

Let f = 1, ..., F denote the set of the SBSs that are randomly distributed in the macro

cell coverage area of A, while u = 1, ..., U and c = 1, ..., C denote the set of a randomly

distributed users covered by the SBSs and the set of available resource blocks in the network,

respectively. Moreover, we consider a time slotted system with fixed duration τ , and n =

1, ..., N denote the index of the slot number. Furthermore, each user is assumed to be

associated with only one SBS.

The SBSs harvest energy from a renewable source (e.g. wind, solar... etc), where the

amount of harvested energy for every SBS f and time slot n is denoted by hrf [n] and it

follows the truncated Gaussian distribution [77]. Moreover, each SBS is equipped with a
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Figure 4.1 A network with SBSs powered by renewable energy and connected to a smart grid.

battery to store its harvested energy with a maximum capacity of Bmax with battery level

at time slot n is B[n]. However, due to the stochastic nature of energy harvesting, each

BS is connected to a non-renewable energy source to compensate for the renewable energy

shortage. In other words, each SBS is set to use the energy from renewable source first,

and then request power from the grid. However, the promising technology of Smart grid

which allows a two-way flow of power [28], can be used here to transfer the harvested energy

between SBSs, i.e., the SBS with surplus harvested energy will transfer it to other SBSs

that suffer from renewable energy deficit. Therefore, at the end of every time slot, the SBS

will either transfer the surplus of its harvested energy or request energy from other SBSs

to fulfill its deficit.

If the energy surplus of the other SBSs cannot match the energy demand of the SBS with

the shortage, then the SBS will request a non-renewable energy from the smart grid directly.

Hence, every SBS is equipped with two power sources: the non-renewable power from the
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Table 4.1List of Notations used throughout chapter 4

Notation Description

f SBS index.

u User index.

c Resource block index.

n Time slot index.

τ Duration time of every slot.

Bmax Maximum battery capacity.

pcfu[n] Transmission power from f to u by c.

Bf [n] Battery level of SBS f during slot n.

λf [n] Injected energy into the SG by f during n.

hrf [n] HE for every SBS during n.

µf [n] Drawn energy from the SG by f during n.

hcfu[n] Channel Gain between f and u by c during n.

η The transfer efficiency of the SG.

νf Indicates if all users associated with SBS f are offloadable.

φf The total number of SBSs that f can offload its associated users to them.

xcfu The binary association between f and u through c.

yf The SBS f ON/OFF status.

ω Available bandwidth for every channel.

Eb The energy consumption of the SBS basic circuit.

grid and the power from the renewable sources. Therefore, the transmission power between

user u and BS f using resource block c, during the time slot n is: pcfu[n] = pcfu,g[n]+pcfu,r[n],

where pcfu,g[n] is the power drawn from the grid and pcfu,r[n] is the power drawn from the

renewable source (including the energy transferred from other SBSs).

Let λf [n] and µf [n] denote the amount of the harvested energy the BS f is injecting

into or receiving from the smart grid at the end of slot n, respectively. Then the amount

of the harvested energy that is transferred into the smart grid equals the harvested energy

that is drawn from the smart grid, where η is the transfer efficiency.

F∑
f=1

n∑
i=1

µf [i] =
F∑
f=1

n∑
i=1

ηλf [i] (4.1)
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Therefore, at time slot i = 1 the battery will be zero, and at the end of every slot

i = 1, 2, ...N the battery storage will be the sum of the harvested energy subtracting the

transmission power and the transferred energy 0 ≤ Bf [i] ≤ Bmax, where Bf [i] is defined as:

Bf [i] =

i∑
n=2

hrf [n]−
i∑

n=1

U∑
u=1

pcuf,r[n]τ −
i∑

n=1

λf [n] (4.2)

4.2.2 User Association and Achievable Rate

Let xcuf be a binary indicator that is equal to 1 if user u and SBS f are associated using

resource block c, or 0 otherwise. Also, let zfu be a binary indicator that is equal to 1 if

user u is associated with SBS f , or 0 otherwise. yf indicates the SBS on/off status, where

yf = 0 if the SBS is OFF (where there are no users associated with it), and yf = 1 if the

SBS is ON. However, a deactivated SBS will keep harvesting energy and injecting it into

the smart grid to serve other active SBSs.

The distance between the fth SBS and the uth user can be expressed as follow:

duf = ||lu − lf || ∀u ∈ U,∀f ∈ F (4.3)

where the lu and lf are the x − y coordinates for the location of the UE, and the fixed

location of the SBS, respectively. It follows from (4.3) that the channel power gain can be

modeled as:

|hcuf |2 =
β0
dαuf

=
β0∣∣|lu − lf ||α (4.4)

where β0 denotes the channel gain at the reference distance of d0 = 1m, and α is the path

loss exponent.

Moreover, the interference at a user u which is associated with SBS f from all other

SBSs at a time slot n will be:

Icuf [n] =

U∑
j 6=u

F∑
i 6=f

pcji[n]|hcui[n]|2, (4.5)



www.manaraa.com

39

Then, the signal to interference and noise ratio SINR for every user is:

γcuf [n] =
pcuf [n]|hcuf [n]|2

Icuf [n] + ωN0
, (4.6)

where hcuf [n] denotes the channel gain from SBS f to user u using resource block c at time

slot n, ω is the available bandwidth for every channel, and N0 is the channel noise spectral

density which is assumed to be Additive White Gaussian Noise AWGN, and ωN0 is the noise

variance σ2. Thus, the data rate for every user using a single channel will be as follow:

Rcuf [n] = ω log(1 + γcuf [n]) (4.7)

4.3 Problem Formulation

In this section, an optimization problem, which minimizes the non-renewable energy

consumption of the transmission power for a cooperative heterogenous network is formu-

lated. First, we formulate a problem where users association, sleeping strategy and energy

minimization are performed within a single optimization problem. There are two problems,

the first is optimizing over N slots and this requires predicting the harvestable energy and

channel conditions, where the second is optimizing for every slot separately, and this is not

globally optimal, but more realistic, hence we focus on the second problem in this chapter.

The problem can be stated as follows: given the number of users and SBSs, the problem will

solve the user association, sleeping strategy and power consumption, then at every time slot

the optimization problem will recalculate the users association and the transmission power,

while not changing the status of the SBSs, this will help simplify the problem since the time

slot is relatively very short. However, due to the non-convexity of the problem we present

a more tractable and a convex approximation where we decouple the users association and

sleeping strategy from the energy minimization. We can then mathematically state the

main optimization problem as below:
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Problem F :

Minimize
pcuf [n],λf [n],µf [n],yf ,zuf ,xc

uf

F,U,N,C∑
f,u,n,c=1

pcfu,g[n]τ +

F∑
f=1

Ebyf

subject to

(4.8)

F∑
f

C∑
c=1

xcfuR
min
u ≤

F∑
f=1

C∑
c=1

xcfuR
c
fu[n], ∀u,∀n (4.9)

U∑
u=1

C∑
c=1

pcfu,r[n]τ ≤ Bf [n− 1] + µf [n], ∀f, ∀n, (4.10)

Bf [n] ≤ Bmax ∀f, ∀n, (4.11)

F∑
f=1

n∑
i=1

µf [i] =

F∑
f=1

n∑
i=1

ηλf [i] ∀n, (4.12)

U∑
u=1

C∑
c=1

pcfu[n] ≤ Pmaxf ∀f, ∀n, (4.13)

U∑
u=1

xcfu ≤ 1 ∀f, ∀c, (4.14)

F∑
f=1

zuf = 1, ∀u, (4.15)

∑C
c=1 x

c
uf

#ofUs
≤ zuf ≤

C∑
c=1

xcuf , ∀ f, ∀u, (4.16)

∑U
u=1 zuf

#ofSBSs
≤ yf ≤

U∑
u=1

zuf , ∀f, (4.17)

Constraint (4.9) represents the QoS for every user. The constraints from (4.10) to (4.13) are

dealing with energy transfer and cooperation between SBSs, while constraints from (4.14)

to (4.17) are dealing with the users association and SBSs sleeping strategy. Constraint

(4.10) represents the energy consumption causality where the BS cannot use energy more

than what is available. Constraint (4.11) limits the battery capacity. Constraint (4.12) is

for energy conservation, where the total injected energy into the smart grid equals the total

received energy by all BSs. Constraint (4.13) limits the maximum allowed transmission

power for every BS.
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4.3.1 Generalized Bender Decomposition

However, due to the coupling of the user associations and sleeping strategy with energy

harvesting, the above problem is clearly intractable and difficult to solve. Since we have

three binary variables (yf , zfu, and xcfu) with four different indices (f , u, and c), the time

needed to find the optimal solution will increase exponentially as the network size increases

linearly. This is due to the fact that the problem is MINLP, for which there is no efficient

algorithm for solving it. Therefore, we propose a decomposition approach where problem

(F) is decomposed into two subproblems, the first subproblem include the integer variables,

while the second problem contains the continues variables.

Generalized Benders Decomposition (GBD) is a well known method for solving math-

ematical programming problems with mixed integers nonlinear problems [78]. GBD is a

generalization of the Benders’ decomposition[79] to include broader class of problems which

can be nonlinear. The duality theory for nonlinear convex problems is exploited to derive

the cuts corresponding to those in the original Benders’ Decomposition. However, GBD

approach requires the optimization problem to be a convex nonlinear problem, which is not

the case for Problem (F). Hence, (F) is nonconvex problem due to constraint (4.9), where

the SINR inside the log function will cause the constraint to be nonconvex.

4.3.2 Linearizing QoS Constraint:

In this section we derived a concave lower bound of constraint (4.9) using the first order

Taylor series to transfer problem (F) to the standard form in GBD. Therefore, constraint

(4.9) can be lower bounded by the following:
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Rcuf [n] = ω log(1 +
pcuf [n]|hcuf [n]|2

U∑
j 6=u

F∑
i 6=f

pcji[n]|hcui[n]|2 + ωN0

)

= ω log(

U∑
u

F∑
f

pcuf [n]|hcuf [n]|2 + ωN0)

− ωlog(

U∑
j 6=u

F∑
i6=f

pcji[n]|hcui[n]|2 + ωN0)

≥ ω log(

U∑
u

F∑
f

pcuf [n]|hcuf [n]|2 + ωN0)− R̂Ty

(4.18)

where R̂Ty is the first-order Taylor approximation around point (pc0ji[n]), and is as follows:

R̂Ty , ωlog(

U∑
j 6=u

F∑
i 6=f

pc0ji[n]|hcui[n]|2 + ωN0)

+

U∑
j 6=u

F∑
i6=f

|hcui[n]|2

ln(2)pc0ji[n]|hcui[n]|2 + ωN0
(pcji[n]− pc0ji[n])

(4.19)

Hence, the approximated concave lower bound of equation (4.9) will be as follow:

R̂cuf [n] , ω log(

U∑
u

F∑
f

pcuf [n]|hcuf [n]|2 + ωN0)− R̂Ty (4.20)

Thus, replacing (4.9) by its approximated concave lower bound R̂cuf [n] will transfer problem

(F) into a convex MINLP, which can be rewritten as follows:

Problem P :

Minimize
pcuf [n],λf [n],µf [n],yf ,zuf ,x

c
uf

F,U,N,C∑
f,u,n,c=1

pcfu,g[n]τ +

F∑
f=1

Ebyf

subject to

(4.21)

F∑
f

C∑
c=1

xcfuR
min
u ≤

F∑
f=1

C∑
c=1

xcfuR̂
c
uf [n], ∀u,∀n

(4.10)− (4.17)

(4.22)

4.3.3 Derivation of the Primal Problem:

The problem (P) now falls into the standard forms of GBD problems, where the prob-

lem has two sets for variables, the first is the binary variables (yf , zfu, and xcfu) that can
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Γ(αu[n], ρf [n], ζf [n], ξ[n], βf [n]) = (4.23)

F,N,U,C∑
f,n,u,c=1

p
c
fu,g [n]τ +

F∑
f=1

Ebyf +
U∑

u=1

N∑
n=1

αu[n]

[
−

F∑
f=1

C∑
c=1

R̂
c
fu[n] +

F∑
f

x
c
fuR

min
]

+
F∑

f=1

N∑
n=1

ρf [n]

[
Bf [n]− Bmax

]

+

F,N∑
f,n=1

ζf [n]

[ U,C∑
u,c=1

p
c
fu,r [n]τ − Bf [n− 1]− µf [n]

]
+

N∑
n=1

ξ[n]

[ F∑
f=1

n∑
i=1

µf [n]−
F∑

f=1

n∑
i=1

ηλf [n]

]
+

F∑
f=1

N∑
n=1

βf [n]

[ U∑
u=1

C∑
c=1

p
c
fu[n]− Pmax

f

]

Γ̂(α̂u[n], ρ̂f [n], ζ̂f [n], ξ̂[n], β̂f [n]) = (4.24)

U∑
u=1

N∑
n=1

α̂u[n]

[
−

F∑
f=1

C∑
c=1

R̂
c
fu[n] +

F∑
f

x
c
fuR

min
]

+
F∑

f=1

N∑
n=1

ρ̂f [n]

[
Bf [n]− Bmax

]

+

F,N∑
f,n=1

ζ̂f [n]

[ U,C∑
u,c=1

p
c
fu,r [n]τ − Bf [n− 1]− µf [n]

]
+

N∑
n=1

ξ̂[n]

[ F∑
f=1

n∑
i=1

µf [n]−
F∑

f=1

n∑
i=1

ηλf [n]

]
+

F∑
f=1

N∑
n=1

β̂f [n]

[ U∑
u=1

C∑
c=1

p
c
fu[n]− Pmax

f

]

be considered as the complicating variables and the second set is the continuous variables

(pcuf [n], λf [n], µf [n]). Therefore, it is much easier to solve problem (P) when the binary

variables are fixed. In fact, fixing the binary variables, problem (P) become a Convex

optimization problem which can efficiently be solved using the Lagrangian method. Con-

sequently, the problem is decomposed into two subproblems, the primal problem and the

master problem. The primal problem is a convex nonlinear optimization problem and is

formulated as follow:

Problem L :

Minimize
pcuf [n],λf [n],µf [n],

S =

F,U,N,C∑
f,u,n,c=1

pcfu,g[n]τ +
F∑
f=1

Ebȳf

subject to

(4.20), (4.10)− (4.13)

The goal of solving the primal problem is to find an upper bound for the solution given

by algorithm 1. The problem (L) is convex, since the objective function is linear and all

the constraints are convex [80] (Note: the second part of the objective function is constant

and has no effect on the final solution.). Therefore, problem (L) can be solved using the

lagrangian to obtain the optimal solution. Hence, the Lagrangian of (L) is given in (4.23),

where
[
αu[n], ρf [n], ζf [n], ξf [n], βf [n]

]
are the lagrangian multipliers.
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4.3.4 Derivation of the Master Problem:

The master problem is derived by fixing all continuous variables and solve the problem

with only the binary variables Z =
[
yf , zfu, xcfu

]
. Thus, the master problem will be pure

binary optimization problem. The master problem goal is to find the lower bound solution

of the algorithm1. Hence, the master problem can be formulated as follows:

Problem M : (4.25)

Minimize
yf ,zuf ,x

c
uf

ν

Γ(αu[n], ρf [n], ζf [n], ξ[n], βf [n]) ≤ ν (4.26)

∀αu[n], ρf [n], ζf [n], ξ[n], βf [n] ≥ 0, ∀u ∈ U,∀f ∈ F,∀n ∈ N

Γ̂(α̂u[n], ρ̂f [n], ζ̂f [n], ξ̂[n], β̂f [n]) ≤ 0 (4.27)

∀α̂u[n], ρ̂f [n], ζ̂f [n], ξ̂[n], β̂f [n] ≥ 0, ∀u ∈ U,∀f ∈ F,∀n ∈ N

(4.14)− (4.17)

The master problem uses Lagrange equation (4.23) that is associated with the the primal

problem to get a lower bound for the solution of algorithm 1. However, when the solution of

the primal problem is not feasible, algorithm 1 uses Lagrange multipliers for the feasibility

problem instead. Feasibility problem is stated as follows:

Problem U :

Minimize
pcuf [n],λf [n],µf [n]

κ

subject to

(4.20), (4.10)− (4.13)

(4.28)

Thus, algorithm 1 is presented to solve the optimization problem iteratively between

the master M and primal L problems. First, we initialize feasible points for the binary
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Algorithm 1: Generalized Bender Decomposition.

Input: f ;u;n; c;hcfu[n];hrf [n];Rmin;Pmax;ωN0; ε

Initialize: y0f ;x0cfu; z0fu; i = 0;UB =∞;LB = −∞; ∆ =∞
while ∆ ≥ 1 do

Solve the primal NLP problem [L] and let the solution be: T̄[k] =
[
p̄cuf [n][k], λ̄f [n][k], µ̄f [n][k]

]
and the multipliers: Q̄[k] =

[
ᾱu[n][k], ρ̄f [n][k], ζ̄f [n][k], ξ̄[n][k], β̄f [n][k]

]
Set UB = S̄[k]

if T̄[k] is feasible then

if UB − LB ≤ ε then

T∗ := T̄[k]

Q∗ := Q̄[k]

else

k = k + 1

end if

else

Solve the feasibility problem and find the lagrangian multipliers Q̂[l]

l = l + 1

end if

Solve the Master MIP problem [M] and let the solution be: Z̄[k] =
[
ȳ
[k]
f , z̄

[k]
fu, x̄

c[k]
fu

]
Set LB = µ̄[k]

if UB − LB ≤ ε then

Z∗ := Z̄[k]

∆ = 0

else

Go to step 4

end if

end while

Output: T∗,Z∗

variables: [y0f , z0fu, and x0cfu] along with other parameters. Second, the convex subproblem

(L) is solved generating an optimal solution T̄[1] =
[
p̄cuf [n], λ̄f [n], µ̄f [n]

]
and the multipliers

Q̄[1] =
[
ᾱu[n], ρ̄f [n], ζ̄f [n], ¯ξ[n], β̄f [n]

]
, then, this solution is set as the upper bound of the

algorithm.

However, if the primal problem (L) is infeasible, the algorithm then solves the feasible

problem (U) and sets its solution as the upper bound. The second step is to solve the

master problem (M) with any efficient Integer Linear algorithm applying the solution of
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the primal problem (L): [T̄, Q̄] from the first step. Then we set the binary solution of the

master problem’s output to be the lower bound.

On every iteration the algorithm evaluate the difference between the UB and LB and

if the difference is greater than ε, then the algorithm will uses the solution of the binary

variables from the master problem (M) to solve the revised primal (L) problem and repeat

the previous steps. The algorithm iterates until the termination condition is met. It is

shown in [78] that GBD algorithm terminates in a finite number of steps.

4.4 User Association and Sleeping Dynamic using Centrality Analysis

In this section a new approach to choose which SBS to deactivate and offload its associ-

ated users to neighboring SBSs is introduced. This approach exploits the centrality analysis

that is used in graph theory to indicate the most important vertices within a graph [81]. In

this section, the Base Station Centrality (BSC) analysis is presented to mark the SBSs that

have the most potential to be deactivated without affecting the users QoS. The basic idea

of BSC is to introduce a metric that shows the fitness of every individual SBS to deactivate.

The fitness of every SBS is evaluated according to its ability to offload its users to more

neighboring SBSs, i.e., the SBS that is able to offload its users to more neighboring SBSs

will have more potential to deactivate without interrupting the service of the associated

users. Thus, BSC will provide an intuition on which SBS to choose to deactivate instead of

a random approach.

We introduce two parameters to calculate the Base Station centrality, νf and φf . νf

indicates wether all users associated with the SBS f can be offloaded or not, while φf

denotes the total number of SBSs that SBS f can offload its associated users to them.

Moreover, the user can be offloaded to any SBS that can support its QoS requirements, i.e.,

Rmin. Thus, we define the Base Station Centrality of an SBS in the network as follows:

BSCf = νfφf ∀f (4.29)
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Eq.(4.29) captures the effect of the number of the SBSs whose associated users can be

offloaded based on the BSC of SBS f . Hence, BSC works as an indicator of how every

SBS is centered within the network, which means as the BSC increases the SBS f is placed

close to many other SBSs. Therefore, the higher the BSC the more likely the SBS to be

deactivated and its associated users are offloaded to other SBSs.

Figure 4.2 The evaluation of BS Centrality (BSC) through the calculation of νf and φf .

Figure 4.2 shows an illustrative example of how to evaluate the BSC of SBS f on a

topology with dense SBSs network. In the figure users U1, U2 and U3 are associated with

SBS f = 1 according to the best SINR. However, those users who are associated with this

SBS can also be associated with other SBSs that can support their QoS (i.e., Rmin), e.g.,

U3 can be associated with three other SBSs, while the other two users each of them can

be associated with one SBSs. In this example φ1 will be equal to five since the associated

users can be offloaded to five SBSs in total, and ν1 will be equal to one since all associated

users can be offloaded to other SBSs. Thus, the BSC of SBS f = 1 will equal to five.
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Algorithm 2 is presented to calculate the value of BSC for all the active SBSs. First,

In steps (1,2) we provided the algorithm with the parameters and set some initial values.

Then, for every iteration (steps 4-26) SBS (f): First, in step (4) the algorithm will associate

the users with the SBS that provides the best SINR. Second, in steps (5-7) all SBSs that

have no associated users are deactivated. Third, in steps (8-11) the BSC is evaluated for

every SBS by calculating νf and φf . Then, in steps (12,13), the algorithm will deactivate

the SBS with the highest BSC and offload its associates to the neighboring SBSs that can

support their QoS requirements.

After the association, the algorithm will solve the optimization problem (L) and pro-

duce a candidate solution for the continuous variables T̄[k] =
[
p̄cuf [n](k), λ̄f [n](k), µ̄f [n](k)

]
.

Fourth, in steps (14-20), if the optimization problem is found to be infeasible, then we set

νf to be zero to indicate that SBS f cannot be deactivated, and else if, objective function

value for problem (L) at iteration (k) is less than its value at iteration (k − 1), then the

candidate solution is set as the best solution. Finally, in steps (22-26), if νf = 0 for all SBSs

then the algorithm break with T∗, y∗f , x∗cfu as the final solution. Otherwise, go back to step

(4) and recalculate the BSC for the remaining active SBSs.

4.5 Simulation Results

In this section, simulation results are provided to demonstrate the performance of the

our proposed work on system model in Figure 4.1, to minimize the energy consumption

of heterogenous networks. The parameters in all simulations, unless stated otherwise, are

presented in Table 4.2. Moreover, the harvested energy levels are estimated by a truncated

normal distribution with a mean equal to 0.2 and standard deviation of 0.07, the truncated

normal distribution is set to have values higher than 0.001 [82]. Moreover, in all simulations

we consider an area of 100X100 m2 where the SBSs and associated users are uniformly

distributed.
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In Figure 4.3 we compare the performance of the optimal solution of F to BSC algo-

rithm and the uncooperative approach, where the SBSs do not exchange harvested energy.

However, F is very difficult to solve especially for large networks. Therefore, we solve the

network for small number of SBSs F = 5, and 10 users with increasing the minimum re-

quired rate. From the figure we can see that using sleeping SBSs to harvest energy and

transfer it to other SBSs provide better performance than the noncooperative approach.

On the other hand, BSC algorithm performs close to the optimal solution of F within a

reasonable time.
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Figure 4.3 The optimal results compared to BSC algorithm and the uncooperative as the
Rmin increases.

In Figure 4.4, we compare the performance of the optimal solution of the GBD problem of

algorithm 1 to our proposed approach of BSC in algorithm 2 in case of the pg consumption

and the computational time. In this simulation we have SBSs of [5, 10, 15, 20] and the

numbers of their associated users are [10, 20, 30, 40], respectively, where N = 4. As the

figure depicts the BSC approach performs close to the optimal solution of the GBD, in

fact for small networks the two approaches are very close, while for larger network the

difference is around %10 . On the other hand, the optimal GBD required longer times
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for computations than BSC algorithm, and as the network increases in size, the required

computational time increases exponentially (around 2000s for 20 SBSs and 40 users), while

BSC achieved a reasonable solution for a much shorter computational time (around 160s).
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Figure 4.4 The optimal results compared to BSC algorithm with respect to the computa-
tional time and total pg consumption.

Figure 4.5 shows the behavior of the Algorithm in every step. In this scenario we have

a topology of 100X100m2 with 20 SBSs and 40 users i.e., F = 20 and U = 40, which all of

the SBSs and associated users are uniformly distributed with minimum received rate is 1.5

Mbps. As in algorithm 2, in every step BSC-algorithm chooses the SBS with the highest

BSC to deactivate and offload its associated users to other neighboring SBSs. The offloaded

users are associated with the SBS that provide them with the second highest SINR. In the

enlarged area we see how the BSC algorithm deactivate one SBS and associate its users to

close by SBSs.

In Figure 4.6 we investigate the effect of the efficiency parameter (η) and the increase

of the QoS requirement i.e., Rmin, on the amount of power used from both sources (Pg an

Pg). In this simulation we have In this simulation we used 20 SBSs and 40 users while N =

10. As the results show, for η = 0.9, the network will rely solely on Pr until Rmin reaches
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Figure 4.5 The behaviour of BSC algorithm on every iteration.

3.00 Mbps then we see that the network will start demanding power from the grid as Pg

starts increasing to provide the necessary power to match the increase of users demands.

A similar pattern happens in both η = 0.75 and η = 0.60, with lower Rmin required to

trigger the demand of the power from the grid (Pg). This is understandable since the lower

the efficiency means the lower the energy transferred between SBSs in the network. On the

other hand, for lower minimum rates (Rmin ≤ 2Mbps), Pr values for the three scenarios

are very close to each other, despite the differences in efficiencies, this is due to the fact

that for lower rates almost all SBSs are using their harvested energy and not receiving or

transferring it through the network where the η factor will come into effect.

Figure 4.7 shows the effect of increasing the number of BSs and the number of users

on the amount of injected energy λ. As shownin the figure, we have two trends. First, the

increasing number of SBSs will increase the amount of injected energy λ into the network.

Second, as the number of users in the network increases λ decreases until it becomes almost

zero. This can be explained as the number of users increases, the active SBSs will have no

energy left to inject into the network, and only the deactivated SBSs that will be injecting

energy into the network. However, for larger numbers of users, the algorithm cannot de-



www.manaraa.com

52

1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5

Minimum Required Rate (bps) 106

0

50

100

150

200

250

P
r 

a
n

d
 P

G
 in

 W
a

tt
s

 = 0.90

 = 0.75
=0.60

Pg

Pr
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activate any SBS since the demand is high. On the other hand, increasing the number of

SBSs in the network will result in more HE to be injected into the SG causing the network

to be less reliable on the grid power.
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Figure 4.7 The relation between the increase of the SBSs and the Injected Energy.
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Algorithm 2: Sleeping approach using Centrality.

1: Input:hcfu[n];hrf [n];Rmin;Pmax;ωN0

2: Initialize: pcfu[n][0]; y
[0]
f = 1; k = 0

3: while True do

4: Calculate SINR ∀u,&∀f , and associate users with BSs according to the highest SINR.

5: if zuf = 0 ∀u ∈ U then

6: yf := 0 ∀f ∈ F
7: end if

8: for <f=1:|Active SBSs|> do

9: Calculate νf , φf

10: BSCf = νfφf

11: end for

12: y
[k]
f ′ ← 0, BS f ′ is the BS with the highest BSC, and associates its users with the

neighboring BS x̄
c[k]
fu .

13: Solve problem [L] and let the solution be: T̄[k] =
[
p̄cuf [n](k), λ̄f [n](k), µ̄f [n](k)

]
14: if S̄[k] ≤ S̄[k−1] then

15: T∗ := T̄[k]

16: x∗cfu := x̄
c[k]
fu

17: y∗f := ȳ
[k]
f

18: else if problem [L] is infeasible then

19: νf := 0

20: end if

21: k:=k+1

22: if νf = 0 ∀f ∈ F then

23: Break

24: else

25: Go to step 4

26: end if

27: end while

28: Output: T∗, y∗f , x∗cfu

Table 4.2Simulation Parameters

Parameter Value Parameter Value

Pmax 2 W Rmin 4 Mbps

N0 −174 dbm/Hz ω 5 MHz

Bmax 6 Joules τ 100 ms

η 0.9 Eb 4 W



www.manaraa.com

54

CHAPTER 5. ENHANCING COOPERATIVE SMALL CELL

HETNET USING DEEP LEARNING (DL)

5.1 Introduction

In this chapter, problem 4.8 is reformulated to be more practical. Problem 4.8 considers

the UEs association to SBSs to be unchanged during all time slots, which helps easing the

problem’s difficulty since updating the users association in every time slot will increase the

complexity of the problem and enforce it to be updated every time slot. Solving this is very

challenging knowing the problem is already an MINLP. However, this assumption cannot

be practical all time, specially in scenarios where the UEs locations are changing rapidly.

Therefore, we reformulated the problem to include the UEs association in every time slot

n.

The issue of the reformulated optimization problem is not the accuracy rather its com-

plexity, where tackling the problem directly requires an exponential amount of computation.

This is critical since mobile communication networks are highly active and their parameters

required often updates. Thus, a joint approach of deep learning and optimization theory

can significantly reduce the computation time and provide a near optimal solution. The

main contributions of this chapter are summarized as follows:

1. We formulate an optimization problem to minimize the energy drawn from the network

grid by utilizing the harvested energy and dynamic sleeping of the SBSs. The problem

updates the UEs association with SBSs in every time slot to accommodate the UEs

new locations.
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2. A new UEs prediction method is introduced which employs a combined approach of

Nonlinear Autoregressive with External input (NARX) and probabilistic Latent Se-

mantic Analysis (pLSA) to provide an accurate multistep Neural Network prediction.

A new algorithm, Nonlinear AutoRegressive with external input and probabilistic la-

tent Semantic Analysis (NARSA), is presented to show the details of the computation

steps for this new joint method.

3. The formulated problem is a Mixed Integer NonLinear Problem (MINLP) which is

NP-hard. Therefore, we decomposed the problem into two parts. First, the UEs

association and sleeping strategy (The binary variables). The second part is the

continuous variables of the harvesting energy and transmission power where we use

Deep Learning (DL) to solve it.

4. We employ a deep learning approach specifically, Artificial Neural Network (ANN),

to configure the relationship between the input-output in our communication system.

Moreover, ANN is trained and configured to work as a communication system to

provide a computationally efficient solution every time the system parameters change.

5. An updated form of algorithm 2 in chapter 4 is developed to solve the two parts of

the optimization problem iteratively. In the first part, the new algorithm is using the

same centrality approach to solve the UEs’ association according to their predicted

location. In the second part, the algorithm uses ANN to approximate the optimization

problem.

6. Lastly, we evaluate the performance of our proposed algorithm through an exten-

sive simulation study to verify its superior performance compared with the optimal

solution.
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5.2 System Model and Problem Formulation

In this part, the system model is similar to the system model in Chapter 4, where UEs

are randomly distributed in a designated area and are covered with SBSs that also are

randomly distributed. However, in this part the UEs association is updated in every time

step therefore, where the UEs’ locations are collected using the pilot signal between the UE

and the SBS. The following section is for the updated notations.

5.2.1 User Association and Achievable Rate

Let xcuf [n] be a binary indicator that is equal to 1 if user u and SBS f are associated

using resource block c in n, or 0 otherwise. Also, let zfu[n] be a binary indicator that is

equal to 1 if user u is associated with SBS f in n, or 0 otherwise. yf [n] indicates the SBS

on/off status, where yf [n] = 0 if the SBS is OFF during the time slot n and yf [n] = 1 if the

SBS is ON. However, a deactivated SBS will keep harvesting energy and injecting it into

the smart grid to serve other active SBSs.

The time-varying distance between the fth SBS and the uth user can be expressed as

follow:

duf [n] = ||lu − lf || ∀u ∈ U,∀f ∈ F (5.1)

where the lu[n] is the x− y coordinates for the location of the user at time slot n, and the

fixed location of the SBS, respectively. It follows from (5.1) that the channel power gain

can be modeled as:

|hcuf [n]|2 =
β0

dαuf [n]
=

β0
||lu − lf ||α

(5.2)

where β0 denotes the channel gain at the reference distance of d0 = 1m, and α is the path

loss exponent.

Moreover, the interference at a user u which is associated with SBS f from all other

SBSs at a time slot n will be:

Icuf [n] =

U∑
j 6=u

F∑
i 6=f

pcji[n]|hcui[n]|2, (5.3)
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Then, the signal to interference and noise ratio SINR for every user is:

γcuf [n] =
pcuf [n]|hcuf [n]|2

Icuf [n] + ωN0
, (5.4)

where hcuf [n] denotes the channel gain from SBS f to user u using resource block c at time

slot n, ω is the available bandwidth for every channel, and N0 is the channel noise spectral

density which is assumed to be Additive White Gaussian Noise AWGN, and ωN0 is the

noise variance σ2. Thus, the data rate for every user using a single channel during a time

slot is as follow:

Rcuf [n] = ω log(1 + γcuf [n]) (5.5)

However, Eq.5.5 is non-convex we will use Taylor Expansion to linearize it, similar to the

process in 4.20 to get the following:

R̂cuf [n] = ω log(
U∑
u

F∑
f

pcuf [n]|hcuf [n]|2 + ωN0)− R̂Ty (5.6)

5.2.2 Problem Formulation

In this section, the optimization problem 4.21 is updated that it will minimize the non-

renewable energy consumption of the transmission power for a cooperative heterogenous

network while changing the UEs association every time slot. As before, we formulate a

problem where users association, sleeping strategy and energy minimization are performed

within a single optimization problem. The problem can be stated as follows: given the

number of users and SBSs, the problem will solve the user association, sleeping strategy

and power consumption, then at every time slot the optimization problem will recalculate

the users association and the transmission power and the status of the SBSs. We can then

mathematically state the optimization problem as below:
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Problem P̃ :

Minimize
pcuf [n],λf [n],µf [n],yf [n],zuf [n],x

c
uf [n]

F,U,N,C∑
f,u,n,c=1

pcfu,g[n]τ +
F∑
f=1

Ebyf [n]

subject to

C1 : Rminu ≤
F∑
f=1

C∑
c=1

xcfu[n]R̂cfu[n] ∀u,∀n

C2 :

U∑
u=1

C∑
c=1

pcfu,r[n]τ ≤ Bf [n− 1] + µf [n] ∀f, ∀n,

C3 : Bf [n] ≤ Bmax ∀f, ∀n,

C4 :

F∑
f=1

n∑
i=1

µf [i] =

F∑
f=1

n∑
i=1

ηλf [i] ∀n

C5 :
U∑
u=1

C∑
c=1

pcfu[n] ≤ Pmaxf ∀f, ∀n

C6 :
U∑
u=1

xcfu[n] ≤ 1 ∀f,∀c,∀n

C7 :
F∑
f=1

zuf [n] = 1 ∀u∀n

C8 :

∑C
c=1 x

c
uf [n]

#ofUs
≤ zuf [n] ≤

C∑
c=1

xcuf [n], ∀ f, ∀u,∀n

C9 :

∑U
u=1 zuf [n]

#ofSBSs
≤ yf [n] ≤

U∑
u=1

zuf [n], ∀f, ∀n

Constraint (C1) represents the QoS for every user. The constraints from (C2) to (C5) are

dealing with energy transfer and cooperation between SBSs. Constraint (C2) represents the

energy consumption causality where the BS cannot use energy more than what is available.

Constraint (C3) limits the battery capacity. Constraint (C4) is for energy conservation,

where the total injected energy into the smart grid equals the total received energy by

all BSs. Constraint (C5) limits the maximum allowed transmission power for every BS.
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Constraints from (C6) to (C9) are dealing with the UEs association and SBSs sleeping

strategy.

Problem P̃ is too complex due to the coupling of the binary and continuous variables.

Moreover, due to the dynamic nature of UEs movement, where each UE is expected to move

in every time slot which causes the system to update its association and sleeping strategy

accordingly, problem P̃ is required to be solved every time slot to match the changes.

One solution for this is to predict the future location of the UEs and solve the problem

according to the predicted location of each UE. Therefore, we present a user mobility

prediction approach, where the UEs’ movements are predicted for the next N slots. This

will help simplify the problem where it will be solved for the next N predicted time slots

instead of every slot. Table 5.1 shows the notations that are used in this chapter.

5.3 Prediction Model for User Mobility

In this section we investigate two approaches to predict the UEs’ future mobility pattern

and location. First, we solely apply Nonlinear Autoregressive (NAR) method to predict each

UE individually. Second, a joint approach to predict the UEs’ future mobility pattern and

location by exploiting ANN Nonlinear Autoregressive with External input (NARX) and

probabilistic Latent Semantic Analysis (pLSA) to provide an accurate multistep Neural

Network prediction. This joint approach leverages ANN NARX outstanding results in time

series prediction tasks and the (pLSA) ability in detecting hidden patterns between different

UEs.

5.3.1 Nonlinear Autoregressive (NAR) Time Series Prediction

The Nonlinear Autoregressive (NAR) are types of Neural Networks that are used to

forecast samples framed in a one-dimensional time series. In many cases, time series ap-

plications are characterized by highly variant data, e,g,. human movement. Highly variant

movement, as in the human case, can only be modeled with a nonlinear model, where the
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Table 5.1List of Notations used throughout chapter 5

Notation Description

xcfu[n] The binary association between f and u through c during time slot n.

zfu[n] The binary association between f and u during time slot n.

yf [n] The SBS f ON/OFF status during time slot n.

y(n) The true UE movement data that is used in training NARX networks.

ŷ(n) The output prediction of the UE movement in NARX.

k(n) The external set of data that are used to

increase the accuracy of the prediction in NARX.

e(n) The error caused by the imperfect prediction in NARX networks.

h(.) The unknown function that map the relation

between the input and the output.

mk The unobserved class variable k.

l[n] The UE’s location during time slot n.

L[n] The direction of the movement during time slot n.

P (u,L[n]) The joint probability of the observed data.

m(u,L[n]) The data point of UE u that made a movement L[n].

P (mk/u) The probability that UE u is following mobility class mk at any given time.

P (L[n]/mk) The probability of the direction of movement given the mobility class mk.

αuk The UE u that belongs to class k.

α∗k The UE that has the highest probability in class k.

Ωk The group that contains all UEs that belong to class k.

input data is processed by a nonlinear autoregressive model. NAR networks is used to

predict the value of certain time series data by using the past data. The following equation

shows how NAR networks work:

y(n) = f(y(n− 1), y(n− 2), ..., y(n− d)) (5.7)

where the function f is unknown and the neural network is used to approximate. This

equation describes how NAR works in predicting the future values of y. In every step, NAR

uses the past d values of y to predict the future data point in series y. In case of UEs

movement, NAR will use the past d locations of each UE to predict the next location of

this UE.
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Figure 5.1 Standard Topology for NAR Net-
works.

Figure 5.1 shows the topology of NAR Network with three layers, input layer, hidden

layer with N neurons and an output layer. The figure depicts the training stage where it

is in open loop. In the typical case the output y(n) is fed back to the feedforward neural

network as part of the standard NAR. Since in the training stage the true output is available

it is better to be used instead of feeding back the estimated output. This has the advantage

that the input to the network is more accurate. After training the network, the output

will be fed back as a delayed input to predict future points. The advantage of NAR is

its simple structure and requires less computation time. However, for multistep prediction

where the predicted output ŷ(n) is used to predict future results, the error will adds up in

every step which is accumulated to produce inaccurate results. Therefore, NARX is better

in predicting future works since it relies not only on the data but on other external set of

correlated data.

5.3.2 Nonlinear Autoregressive with External input (NARX) Time Series Pre-

diction

In many applications, there are an important correlation between the predicted time

series and some other external data. Some stock exchange prices are correlated with certain
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durations of the years. For example, technology companies stock prices increase during the

holiday seasons or after offering new products while other times of the years the prices either

decrease or stay unchanged. Thus, utilizing the time of the year as an external data could

benefit the time series model in providing accurate prediction [83]. Moreover, for data that

hold long dependency NARX are proven that can retain information for two to three times

as long as conventional recurrent neural networks [84]. The following equation shows how

NARX networks work:

y(n) = h(y(n− 1), y(n− 2), ..., y(n− d), k(n− 1), k(n− 2), ..., k(n− d)) (5.8)

Similar to NAR networks, NARX predicts the future of y according to the past d values,

where for every one future prediction NARX will employ the past data to make its predic-

tion. However, NARX includes the external data set k(n) to approximate the function h.

Moreover, NARX network has two configurations: Parallel Architecture and Series-parallel

Architecture.

1

2

N

Y(n-2)

Y(n-1)

Y(n-3)

Y(n-d)

Y(n)

k(n-1)

k(n-2)

k(n-d)

Figure 5.2 Network Topology for NARX Net-
works in The Training Stage.

1. Series-Parallel Architecture: NARX in this configuration the future value of the time

series y(n + 1) is predicted from the past true values of y(n) and the past values of

external data k(n). Figure 5.2 shows the Series-Parallel architecture where the input
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is the combining the true past values of the data and the external past data that

are shifted by d data points. This configuration is usually used in the training stage,

because using the available true past values as input will results in more accurate

prediction and the resulting network architecture is feedforward where the Multi-

Layer Perceptron (MLP) networks can be used [85]. The following equation shows

how NARX works in this configuration.

ŷ(n+1) = h(y(n), y(n−1), y(n−2), ..., y(n−d), k(n), k(n−1), k(n−2), ..., k(n−d))+e(n)

(5.9)

where ŷ[n] is the predicted value and e[n] is the prediction error.

2. Parallel Architecture: This is the standard configuration of NARX where the output

is fed back to the network as an input. As in Figure 5.3 the prediction is performed

using the past values of the external data and from the past predicted values of the

time series. This configuration is used to perform the actual prediction since the true

values are not available. Thus, the NARX equation will be as follows:

ŷ(n+1) = h(ŷ(n), ŷ(n−1), ŷ(n−2), ..., ŷ(n−d), k(n), k(n−1), k(n−2), ..., k(n−d))+e(n)

(5.10)

NAR is simpler to perform and requires less computation power. However, NARX can

have better performance, specially when there is strong correlation between the predicted

data and the the external data. Therefore, in the following section a statistical method is

employed to detect the correlation between different data sets to use them in performing

the prediction.

5.3.3 probabilistic Latent Semantic Analysis (pLSA)

pLSA was originally introduced to derive a representation of the observed variables in

terms of certain hidden variables [86]. pLSA is a statistical technique used for the analysis
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Figure 5.3 Standard Topology for NARX
Networks in The Prediction Stage.

of co-occurrence data which is based on a mixture decomposition derived from a latent class

model. The goal of pLSA is to map high-dimensional data to a lower dimensional repre-

sentation called latent semantic space. Thus, pLSA is used to reveal hidden relationship

between the data of interest. Due to its generality, pLSA has been used as an analysis tool

for a wide range of applications, e.g., information retrieval, data caching, UE’s movement

prediction and information filtering.

Mobile UEs usually follow daily movement patterns, e.g., some UEs use public trans-

portation daily, others drive to business districts. For example, every morning a group of

users move from their homes (usually in the suburbs ) to their work (usually in downtown),

while during afternoons they move back to their homes. Therefore, finding the pattern that

each UE is following every day is very helpful in predicting their movement. Thus, pLSA

is used in this work to reveal the hidden patterns that each UE is using and employ this

pattern as an external data, i.e., k(n) in the previous section, to provide more accurate

predictions.

Moreover, the pLSA model is a latent variable model for co-occurrence data which

associates an unobserved class variable mk ∈ m1,m2, ...,mK with each observation, where

the observation is the user’s movement from one location to another.
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Let us denote the user’s location at time slot n to be equal to l[n] ∈ A, where, A is a

predefined area. The user’s movement from location a to location b is denoted by la[n] →

lb[n]. Here, we are considering the direction of the user’s movement without considering the

traveled distance. Thus, we denote L[n] as the direction of the movement during time n,

where the movement direction is either north, south, east or west. Hence, the probability

of the movement toward direction L[n] is:

P (L[n]) =
Number of movements toward direction L[n]

Total number of movements
(5.11)

Moreover, every observed data item is a pair of data (u,L[n]), which means that user u

moved toward direction L[n]. Therefore, the joint probability of the observed data will be:

P (u,L[n]) = P (u)P (L[n]/u) (5.12)

However, equation (5.12) provides no information about the class that the user and

movement belong to. Thus, the joint probability can be rewritten as the following:

P (u,L[n]) =

K∑
k=1

P (u)P (mk|u)P (L[n]|mk) (5.13)

where parameter mk ∈ [m1,m2, ...,mK ] denotes the mobility class, and the probability

that a user u is following mobility class mk at any given time, is defined as P (mk|u).

Moreover, the probability of the direction of movement given the mobility class mk is

P (L[n]|mk), while P (u) = m(u,L[n])∑U
u=1m(u,L[n])

denotes the probability that u made a movement,

where m(u,L[n]) is the number of times UE u made a movement.

However, the two probabilities P (L[n]|mk) and P (mk|u) cannot be calculated analyt-

ically, since the classes mk are unknown. Therefore, their values must be estimated and

updated iteratively. Moreover, there is no known formula that calculates the optimal num-

ber of classes K in the network, where K values can range from 1 class to number of classes

equal to the total number of UEs in the network. Thus, employing different K to find the

optimal trade off between the performance and computation requirement is the only way.
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The Expectation Maximization (EM) algorithm is a well-known algorithm that is used

to compute Maximum Likelihood Estimates (MLE) [87]. In many estimation models the

direct access to the data necessary for estimating the parameters of the distribution is

impossible. EM algorithm is ideally suited for this sort of problems [88]. The EM algorithm

consist of two consecutive steps: an expectation step, followed by a maximization step.

The first step: the expectation (E) step where posterior probabilities are calculated for the

latent variables, based on the current estimates of the parameters. The second step the

Maximization (M) step where parameters are updated to maximize the expected complete

data log-likelihood, which depends on the posterior probabilities computed in the E step.

In our model the classes mk ∈ M = {m1,m2, ...,mK} are unobserved and unknown,

which can only be estimated using the EM algorithm. Applying the EM algorithm to

the pLSA model as in [86] introduces the two steps as follows: The expectation (E) step

the Bayes’ estimator is calculated for the latent variables, based on the current values of

P (mk|u) and P (L[n]|mk). The Maximization (M) step is used to update the parameters to

maximize the expected complete data log-likelihood, which depends on the P (mk|u) and

P (L[n]|mk) equations that are computed in the E step.

In the Expectation step, we use Bayes’ estimator to calculate the posterior probabilities

based on the current estimates of the parameters. The Bayes’ estimator is as follows:

P (mk|u,L[n]) =
P (L[n]|mk, u)P (mk|u)∑

m∈M P (L[n]|mk, u)P (mk|u)
(5.14)

In the Maximization step, the expectation of the complete data log-likelihood E[L] is

maximized as follow:

E[L] =

U∑
u=1

∑
L[n]

m(u,L[n]) ∗
K∑
k=1

P (mk|u,L[n])log
[
P (L[n]|mk, u)P (mk|u)

]
(5.15)

where m(u,L[n]) indicates the number of times the user moved according to direction L[n]

during time slot n. Then, the following two re-estimation equations are used in the M-step:

P (L[n]|mk) =

∑
um(u,L[n])P (mk|u,L[n])∑N

n=1

∑
um(u,L[n])P (mk|u,L[n])

(5.16)
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P (mk|u) =

∑
u

∑N
n=1m(u,L[n])P (mk|u,L[n])∑N

n=1

∑
um(u,L[n])

(5.17)

After evaluating Eqs. (5.16) and (5.17) each UE will be assigned to the class with the

highest probability, which it will share with other UEs where they share a common pattern.

Let us denote αuk as the UE u that belongs to class k and Ωk as the group that contains all

UEs that belong to class k. Lets denote α∗k as the UE that has the highest probability in

class k.

In the prediction stage using NARX network, every group Ωk will choose the UE that

has the highest probability in P (mk|u,L[n]) as the external data k(n) for predicting the

movement of every UE in that Group. This ensures the external data that is used in NARX

has a strong correlation with all of its associates.

pLSA using 
EM

NARX 
Network

All UEs  

α*k =k(n)

Ωk 

Y(n)

Ŷ(n)

All UEs  

Figure 5.4 Diagram Showing the Stages of NARSA Algorithm.

Figure 5.4 depicts the flowchart of the combined approach between NARX and pLSA.

First, all UEs are fed to the EM algorithm to decide the UE with highest probability α∗k

in each class k. Then α∗k is fed to NARX network as the external data k(n). Then, each

UE within the group Ωk is fed to NARX as the input y(n). Finally, NARX network is used

to estimate the function h in Eq.(5.9) during the training stage. In the prediction stage,
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the trained network is used to predict the future location of each UE and this output is fed

back to get the next movement. This process is repeated for every UE in every class.

Algorithm 3: UEs’ Movement Prediction using NARX and pLSA (NARSA).

1: Input: u;L[n];K; ε

2: Initialize P 0(mk|u);P 0(L[n])|mk); ∆←∞;i← 1

3: while ∆ ≥ ε do

4: Compute P [i](mk|u,L[n]) in (5.14) using P [i−1](mk|u) and P [i−1](L[n])|mk);

5: Update P [i](mk|u) and P [i](L[n])|mk) using (5.16) and (5.17);

6: Compute the expectation of the complete data log-likelihood E[L][i] in (5.15);

7: ∆ = |E[L][i] − E[L][i−1]|;
8: i← i+ 1;

9: end while

10: Output: P(mk|u), P(L[n])|mk),αk,α
∗
k,Ωk.

11: for k=1:K do

12: k(n)← α∗k
13: for ∀ UE ∈ Ωk do

14: y(n)← αuk
15: Train NARX Network by estimating Eq.5.9

16: end for

17: end for

18: Output: ŷ(n)

Algorithm 3: NARSA is constructed of two parts: The first is the EM algorithm,

and the second is the NARX network training. First we initialize the probabilities of

P (L[n])|mk) and P (mk|u[n]) with random initial values, then the algorithm will alternate

between the Expectation and maximization parts i.e., between Eq.(5.14) and Eqs.(5.16) and

(5.17). In every step E[L][i] is calculated using eq.(5.15), and compared to E[L][i−1]. If the

difference is less than ∆ the algorithm will stop and P(mk|u), P(L[n])|mk) will be the local

optimal values and α∗k is computed. Otherwise the algorithm will repeat the previous two

steps again. At the second part, NARSA will employ the results from EM to feed NARX

network the external data and train it to predict ŷ(n). The authors of [87], proved that

E[L] is monotonically increasing in every iteration and that EM will converge within finite
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iterations. However, since the EM is nonconvex, the algorithm is repeated with different

initials multiple times to find the maximum value for E[L].

The amount of consumed energy for computing algorithm 3 depends on the number of

UEs in the network, where the consumed energy increases as the number of UEs increases.

The energy required for computing NARSA algorithm is worth investigating. However, since

NARSA is computed in Cloud Radio Access Networks (CRAN), it is out of scope in this

thesis, which focuses on the consumed energy within the SBSs. The amount of consumed

energy for computing algorithm 3 depends on the number of UEs in the network, where

the consumed energy will increase is the UEs number increases. The energy required for

computing NARSA algorithm is worth investigating. However, since NARSA is computed

in Cloud Radio Access Networks (CRAN), it is out of scope in this thesis, which focuses on

the consumed energy within SBSs.

5.4 Artificial Neural Networks (ANN) in Communication Systems

In this section we present a new approach in solving the optimization problem (P) by

implementing a deep learning method by employing ANN. Optimization problem (P) is

able to produce a very accurate solution to the proposed system model. However, the

problem is very complex and solving it for the optimal solution is extremely difficult that it

becomes unpractical to apply the problem in highly dynamic communication systems. Thus,

deep learning with ANN is a promising new methodology in solving such problems within

a reasonable computation time[72]. Theoretically, ANN is able to derive the relationship

between any pair of input-output. This makes ANN a very powerful tool in solving complex

models, where traditional optimization tools are unpractical.

The general approach is built from four consecutive stages as shown in Figure 5.5, system

parameters, mathematical modeling, ANN stage and system output.

1. System Parameters: This stage is the first stage where all the required parameters are

generated or decided, e.g., number of users, number of SBSs, channel gain, expected
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Figure 5.5 A Block Diagram Showing the Steps in Using ANN in Communication Systems.

harvested energy...etc. This stage is essential since it will decide the complexity of the

problem and the accuracy of the ANN output. Moreover, these parameters are used

in solving the optimization problem and also are used as the input for ANN.

2. Mathematical Modeling: This stage includes and solves the optimization problem

that models the designed system. The optimization problem here is solved using

the traditional optimization theory to find the optimal solution of all the variables.

Thus, this stage is used to generate accurate solution of the problem and employ it to

train the ANN in the next stage. Therefore, the problem is solved several times with

different system parameters in every time to generate the training data set that will

be used in the next stage.

3. Artificial Neural Network: ANN stage is implemented to approximate the input-

output relation between the system parameters and the system design. The generated

data set from the optimization problem is used to train the ANN to learn the input-

output map. According to [89] ANN is considered as a universal approximator where

it virtually can learn any input-output relation.

4. System Output: This is the final stage where the system output is used to design

the communication network, i.e., the resource distribution. Moreover, the output is

updated using the trained ANN every time one of the system parameters has changed

without repeating the four stages.
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However, the four stages need to be modified to fit our particular optimization problem.

First, a single ANN cannot perform a classification and regression at the same time, since

the two use different loss functions, where problem 4.8 is deciding the user association and

sleeping strategy, which is a classification problem, and the power consumption and energy

distribution, which is a regression problem. Therefore, in this section, we will decouple

the user association and sleeping strategy from the energy transfer and power transmission

in problem 4.8. The user association and sleeping strategy will be solved by the method

that was developed in the previous chapter, while the remaining optimization problem is as

follows:

Problem P̃2 :

Minimize
pcuf [n],λf [n],µf [n]

S =

F,U,N,C∑
f,u,n,c=1

pcfu,g[n]τ +

F∑
f=1

N∑
n=1

Ebȳf [n]

subject to

C1 : Rminu ≤
F∑
f=1

C∑
c=1

x̄cfu[n]R̂cfu[n] ∀u,∀n

C2 :

U∑
u=1

C∑
c=1

pcfu,r[n]τ ≤ Bf [n− 1] + µf [n] ∀f, ∀n,

C3 : Bf [n] ≤ Bmax ∀f, ∀n,

C4 :

F∑
f=1

n∑
i=1

µf [i] =

F∑
f=1

n∑
i=1

ηλf [i] ∀n

C5 :

U∑
u=1

C∑
c=1

pcfu[n] ≤ Pmaxf ∀f, ∀n

(5.18)

where ȳf [n] and x̄cfu[n] are the sleeping strategy and user association that are determined

outside the optimization problem. Therefore, the problem here is a convex Nonlinear Prob-

lem NLP. This formulation is solved several times to produce synthetic data which will be

used in training the ANN.

Solving problem (P̃2) will generate four continuous variables pcuf,r[n], pcuf,g[n], λf [n], µf [n],

and it is worth noting that beside the harvested energy, all other parameters can be con-

sidered constant for relatively long time. The minimum required rate, maximum power
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consumption, maximum battery level and energy transfer coefficient cannot be updated in

every time slot, since updating these parameters requires new hardware to be installed inside

each SBS. The channel gain, on the other hand, is related to the location of the UE which

can be predicted in the same way the UEs’ movement is predicted. Thus, keeping these pa-

rameters constant during the training stage of ANN is more practical than including them

during this stage. Therefore, to produce one pair of data from problem (P̃2) we only change

the harvested energy and keep everything else constant. This is understandable since the

harvested energy is a random process that is changing every time slot. Hence, the generated

synthetic data for every run consist of pairs of hrf [n] and T = pcuf,r[n], pcuf,g[n], λf [n], µf [n].

However, the data pair hrf [n],T has a problem with the big difference in dimensionality

between the input and the output. hrf [n] is a matrix with dimensions f × n, while pcuf,r[n]

and pcuf,g[n] both has dimensionality of f × n× c× u. This difference in the dimensionality

degrade the performance of ANN since few input parameters are required to predict large

number of output variables. To overcome this problem we propose two solutions, first, we

employ the total consumed power in every channel in each SBS during time slot, i.e., pcf,r[n]

and pcf,g[n] instead of pcfu,r[n] and pcfu,g[n]. This will decrease the dimensionality of the

output since the UEs’ numbers are high. The second is training three ANNs independently

instead of a single ANN, the first and second ANNs will have hrf [n] as input and as an

output pcf,r[n] and pcf,g[n], respectively, while the output of the third ANN is λf [n] and

µf [n]. The training of the three ANN will be conducted in parallel. Thus, the modified

diagram of Figure 5.5 will be updated as shown in Figure 5.6:

Figure 5.6 shows the modified block diagram of the proposed system. The proposed

system consists of two parts, the UE association and sleeping strategy and the optimiza-

tion problem with ANN. The UE association and sleeping strategy implemented by using

the developed Algorithm 2, where we use BSC to assign certain weight to each SBS. This

assignment is to decide the deactivation of the SBSs according to each weights, the higher

the weight the higher the probability of this SBS to be deactivated. Moreover, this part



www.manaraa.com

73

System 

Parameters
Mathematical 

modeling

ANN For pr

System 

Output

UE Association and 

Sleeping Strategy

ANN For pg

ANN For μ & λ 

Yf[n], xfu
c
[n]

Figure 5.6 A Block Diagram Showing the Modified Steps in Using ANN in Communication Systems.

takes advantage of the developed Algorithm 3 that employ NARX and pLSA to predict the

UEs mobility. The second part is applying the ANN by generating the data from the math-

ematical model that was presented in 5.18. As observed from the previous figure the ANN

part is split into three parallel ANNs to train the three outputs pcf,r[n], pcf,g[n], λf [n], µf [n].

At the final phase the two parts are combined to produce the full output design, i.e.,

pcf,r[n], pcf,g[n], λf [n], µf [n], yf [n] and xcfu[n]. These two parts are performed offline, since

solving the mathematical model and training the ANN usually take long time, hence not

suitable for online applications. The stages that are implemented to reach the final design

are summarised as follows:

1. Algorithm 3 is activated to predict the next step or steps for the UEs movement using

NARX and pLSA. This will generate the UE predicted locations ȳ[n] using the closed

loop as in Figure 5.3 that is applied in the prediction stage.
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2. Next, the predicted locations ȳ[n] are used as input for Algorithm 4 to calculate the

UE association and sleeping strategy according to the BSC. The output of this stage

are the binary variables yf [n] and xcfu[n].

3. Then, Problem 5.18 is used to generate the synthetic data that consists of the con-

tinuous variables of the transmission power and energy transfer. The data pairs that

are generated from this stage are the changing parameter hrf [n] and the outputs

pcf,r[n], pcf,g[n], λf [n], µf [n].

4. Then, the generated synthetic data is used to train the ANN to be able to approximate

the input output relation of Problem 5.18. The ANN is split into three parallel ANNs

that are trained to approximate the three different continuous variables.

5. Finally, the results from the two parts are used to design the communication system.

After training the ANNs, it is possible to update the power allocation and energy transfer

without having to solve the optimization problem every time the system parameters change,

i.e., the new system parameter hrf [n] needs only to be fed as an input to the already trained

ANN to obtain the new power transmission and energy transfer. This process requires a

negligible computation time since the ANN is already trained and requires performing few

elementary functions to compute the output. The following algorithm is presented to show

the procedure that the proposed scheme follows to update the communication system every

time the system parameter changes during operational time.

Algorithm 4 shows the steps that are implemented to configure the systems design. First,

the system parameters are fed to the algorithm, i.e.,hrf [n];Rmin;Pmax;ωN0, also algorithm

3 is used to predict the UEs’ future locations to calculate the channel gain hcfu[n]. Second,

we initialize the power transmission pcfu[n] randomly and set all SBSs ON, i.e., yf [n] = 1.

Then steps from 5−13 invoke the SBC algorithm to assign UEs to the SBS with the highest

SINR and calculate the BSC for each SBS. Then, steps 14−16 use the ANN to generate the

candidate solution for pcr,f [n], pcg,f [n], λf [n], µf [n]. Steps 17−23 make sure that deactivating
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Algorithm 4: The ANN Implementation Using BSC and NARSA.

1: Input:hrf [n];Rmin;Pmax;ωN0;

2: Get the predicted UEs’ locations ŷ(n) from Algorithm 3 and calculate hcfu[n]

accordingly

3: Initialize: pcfu[n][0]; y
[0]
f = 1; k = 0

4: while True do

5: Calculate SINR ∀u,&∀f , and associate users with SBSs according to the highest

SINR.

6: if zuf [n] = 0 ∀u ∈ U then

7: yf [n] := 0 ∀f ∈ F
8: end if

9: for <f=1:|Active SBSs|> do

10: Calculate νf , φf
11: BSCf = νfφf
12: end for

13: y
[k]
f ′ [n]← 0, BS f ′ is the BS with the highest BSC, and associates its users with the

neighboring BS x̄
c[k]
fu [n].

14: Use ANNpr , to generate [pcr,f [n]]

15: Use ANNpg , to generate [pcg,f [n]]

16: Use ANNλ,µ, to generate [λf [n], µf [n]]

17: if Any pf [n] ≥ pf,max then

18: νf ′ ← 0

19: else if pf [n][k] ≤ p[k−1]f then

20: T∗ := [pcr,f [n]yf [n], pcg,f [n]yf [n], λf [n], µf [n]][k]

21: x∗cfu[n] := x̄
c[k]
fu [n]

22: y∗f [n] := ȳ
[k]
f [n]

23: end if

24: k ← k + 1

25: if νf = 0 ∀f ∈ F then

26: Break

27: else

28: Go to step 4

29: end if

30: end while

31: Output: T∗, y∗f [n], x∗cfu[n]
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Table 5.2Simulation Parameters

Parameter Value Parameter Value

Pmax 4 watts Rmin 1 Mbps

N0 −174 dbm/Hz ω 5 MHz

Bmax 600 Joules τ 10s

η 0.9 Eb 20 Joules

the SBS will not force other SBSs to consume more power than its maximum allowance,

and compare this solution to the previous one it assigns as the optimal solution. Finally,

these steps are repeated for all SBSs, then the final answer is produced as an output.

5.5 Simulation Results

In this section we evaluate the performance of algorithms 3 and 4, on the Mobile Data

Challenge (MDC) data set [90] [91]. DMC data contains GPS traces for both pedestrians

and vehicular from Lake Geneva region in Switzerland. The data is gathered from partic-

ipants using GPS where their locations are recorded every 10 seconds for over one year of

time. The data is processed to improve their quality, i.e., some outliers are removed. Fig-

ures 5.7, 5.9 and 5.10 evaluate the performance of Algorithm 3 to predict UEs’ movements

and compare it with NAR method. The system parameters are listed in Table 5.2 unless

stated otherwise.

Figure 5.7 shows the comparison between NAR and NARX. In this figure we use an

ANN with three layers, the first is the input layer, the second is the hidden layer and the

third is the output layer. The hidden layer consists of 10 neurons with Tanh function.

In this part we applied a delay of 4 steps, i.e., d = 4. Moreover, 10 UEs are used from

DMC data set with mk = 3 classes. One UE data from every class is used as an external

data in NARX, while NAR system does not require external data. Moreover, 2000 data

pairs are used to train the network, with 70% for training, 15% for validation and 15%

for testing purposes. The figure shows the accumulated error percentage of both NAR and
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NARX systems. As shown in the figure NAR predicts the next two steps with very accurate

prediction, however, after the fifth prediction NAR accumulated error, which is defined as

how far the prediction is compared to the actual location, increases rapidly. On the other

hand, NARX kept a relatively accurate prediction until the tenth step with error percentage

of around 10%. This is understandable since the external data has a strong correlation with

the input data that is being predicted.
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Figure 5.7 The Performance Comparison between NARX and
NAR for 11 Steps.

With the same setting as in Figure 5.7, Figure 5.8 show the probability of success as the

number of prediction increases. In this figure we also compare NAR with NARX, and as the

figure depicts both approaches start with high probability of success but as the number of

prediction steps increases the performance of NAR decreases rapidly, while the performance

of NARX decreases slowly. This is understandable since the highly correlated external input

that is used in NARX helped sustaining the prediction for more steps.

Figure 5.9 shows the effect of the number of classes on the performance of NARX

compared to NAR. The number of classes that are used in pLSA is essential to group UEs

with strong correlation and results in better prediction. Therefore, in Figure 5.9 we used

10 UEs as before with 2000 training pairs for each UE. As for the ANN, we used the same

architecture as Figure 5.7 with 70% for training, 15% for validation and 15% for testing
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Figure 5.8 The probability of success as the number of predic-
tion steps increases.

with three layers and 10 neurons. As the figure shows, NARX outperform NAR for 2

or more classes. This is understandable since using pLSA helps find correlation between

different UEs which results in NARX to employ this correlation to improve its prediction.

On the other hand, NAR does not benefit from any extra knowledge that comes from

the correlation. Moreover, NARX accuracy increases as the number of classes increase.

However, after mk = 4 the percentage error did not improve as the number of classes

increased. This is because the UEs are classified into 4 classes even if we increased the

number of classes more than 4, i.e., the UEs can be grouped into at most 4 classes.

Figure 5.10 shows the change of power consumption due to the prediction inaccuracy.

In this figure we solved problem P according to the actual locations and predicted locations

of both NAR and NARX. We used 8 SBSs that are placed to cover the area of the future

movement of 1 UE. First the problem was solved according to the actual locations in order

to decide the user association in every time slot n. Then, using this association we changed

the UEs locations according to the prediction to calculate the consumed power. The figure

shows how the inaccurate prediction affected the energy consumption in both NAR and

NARX. In NAR, after the fifth step the assigned SBS to the UE cannot maintain the

communication since it used the maximum allowed power, which is represented by the
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Figure 5.9 The performance of NARX and NAR in different
number of classes.

straight red line. On the other hand, NARX has a more accurate prediction of the system

that kept the UE associated with SBS until the tenth step.

The following figures show the performance of ANN in approximating the transmission

powers pcf,g[n] and pcf,r[n] and the performance of ANNpg and ANNpr with hrf [n] as the

input. In the following two figures we use 20 UEs and 10 SBSs and 10 time slots, where the

UEs assigned to the SBS with the highest SINR. Problem 5.18 is solved several times with

different inputs to generate the data that is used to train the ANN. Furthermore, a four

layered ANN is applied, where the first layer is the input layer, the second and the third

layers are the hidden layers with 10 neurons and 4 neurons, respectively, the fourth layer

is the output layer. The activation function for the hidden layers is Rectified Linear units

(ReLu), while the output layer uses a Linear function. We divided the generated data into

three parts 70% for training, 15% for validation and 15% for testing. Figure 5.11 shows

the Mean squared Error (MSE) of both pcf,g[n] and pcf,r[n] as the size of the training matrix

increases. The training matrix consists of the number of times problem 5.18 is solved to

generate the data. As the figure shows the MSE decreases as the training size increase

which is expected because the greater the training size is the higher the accuracy will be.
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Figure 5.10 The Difference in Consumed Power Due to Predic-
tion Error.

Figure 5.12 shows the computation time needed to train the ANNpg and ANNpr as the

training matrix increases. From the figure, as the training size increases the computation

time increases for both ANNs. The computation time for both ANNs is almost the same

since both pg and pr have similar training data. However, even as the computation time is

very high this will not affect the computational complexity of the system since the training

stage is performed offline.
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ferent size of the Training Input .
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CHAPTER 6. CONCLUSIONS

6.1 Conclusions and Chapters Summaries

In this thesis, we focused on proposing green energy communication systems based on

three approaches: First, deactivating Base Stations (BSs) with either no UEs association,

or with few associations that can be offloaded to neighbouring BSs. Second, employing the

energy harvesting technique to equip SBSs with an auxiliary source of energy to minimize

the demand from traditional energy sources. Third, utilizing the smart grid to transfer

energy from one SBS with surplus energy to another SBS that requires more energy.

1. Chapter 3 proposed an FBS sleeping strategy for energy efficient networks, where

lightly used FBSs are turned off and their associated users and available bandwidth

resources are distributed to neighboring FBSs. Additionally, we included the effect

of the adaptation of the sleeping strategy on the lifetime of the FBSs, due to the

frequent power switching of every FBS. Based on this proposed idea, we formulated

an optimization problem that computes energy efficient sleeping strategy while con-

sidering the power change on the FBS’s lifetime. Moreover, we used two clustering

algorithms (K-means and GA) to help reduce the problem’s complexity and provide a

solution within a reasonable time. In addition we compared the performance of both

algorithms for different numbers of FBSs. By using simulation based on the GAMS

optimization solver, we showed that the K-means clustering algorithm provided a near

optimal solution with a much smaller computational time and memory requirements.
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2. Chapter 4 investigated energy harvesting in cooperative SBSs heterogenous networks

with a dynamic sleeping strategy, where the deactivated SBSs cooperate with the

rest of the network by harvesting then injecting the energy into the network to be

transferred to other SBSs. Each of the SBSs is equipped with a harvesting device

and a finite battery to store the HE. An optimization problem was formulated which

aims at minimizing the transmission power driven from the grid under user QoS con-

straints. Since the formulated problem is MINLP which is NP-hard, a decomposition

of the problem into two subproblems was proposed: a users association problem, and

convex optimization problem. They were solved iteratively using GBD. Moreover, a

computational efficient algorithm was introduced based on network centrality to solve

and optimize the user association and energy harvesting of the system model. Finally,

performance evaluation was carried out to examine the performance of both the opti-

mal GBD algorithm and the heuristic BSC algorithm on the energy consumption and

computational time. As shown in the results, the BSC algorithm showed superiority

in terms of computational time with near optimal results compared to the GBD al-

gorithm which required longer time to reach the optimal solution. Additionally, the

results showed the benefit of densifying the network with more SBSs, as the increase

of the SBSs number will lead to more cooperation that adds more HE to the network.

3. Chapter 4 reformulated the optimization problem to minimize the energy drawn from

the network grid, with updating the UEs association with SBSs in every time slot

instead of keeping the association stationary. A new UEs’ prediction method is in-

troduced that is based on a combined approach of Non-linear Autoregressive with

External input(NARX) and probabilistic Latent semantic Analysis (pLSA) to pro-

vide accurate prediction for longer times. Moreover, a new algorithm NARSA is

presented to show the general steps that are employed to predict the UEs’ next loca-

tions. Due to the complexity of the developed optimization problem, a decomposition

of the problem is introduced where the UE association and sleeping strategy is solved
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using the Base Station Centrality algorithm and the continuous variables are solved

using a deep learning approach. The deep learning approach is based on ANN where it

was introduced to approximate the input-output relation of the optimization problem.

The ANN is trained and configured for generating synthetic data from the decomposed

optimization problem where the input is the harvested energy and the output is the

transmitted power and the transferred energy. The results show that the employ-

ment of UEs prediction and ANN in solving the optimization problem gave efficient

computational performance with a near optimal solution.

6.2 Future Research Direction

The future research will be directed into exploring new technologies that are expected

to appear in 5G and beyond networks, specifically we will concentrate on two approaches:

The effects of mmWaves in small cells environments, and exploring other Machine learning

approaches to mitigate the complexity of the wireless communication networks.

6.2.1 mmWave in Small Cell HetNets

The millimeter wave is a spectrum ranging from 30GHz to 300GHz that was under-

utilized and idle in the past. The reason behind the under-utilization is its high attenuation

rate compared to the sub-6GHz spectrum, which makes it unsuitable for cellular communi-

cation networks [92]. Other reason for not utilizing mmWave in the past is the unfriendly

channel conditions like high path loss, susceptibility to signal blocking, and rain absorption.

However, the unlicensed band around 60GHz is suitable for very short range communication

[93]. This will make mmWave suitable for the emerging technology of small cells. One of the

main challenges in Small cells deployment is the interference mitigation in dense areas, but

with the highly attenuated mmWave the interference can be resolved effectively in small

cells. There is a sizeable amount of research that has been done regarding mmWave in

HetNets.
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In [94], the authors introduced a new dual connectivity with the users associated with

two BSs, Macro BS and SBS. The proposed is formulated to maximize the throughput by

associating users with the best BSs and improving the access fairness for all users at the same

time. Similarly, the authors of [95], propose a Rate-based Cell Range Expansion (CRE) into

two tier HetNets where the macro BS is operating in sub-6GHz and SBS is operating in the

mmWave. They propose a user association scheme that updates the macro BS region to

offload users to SBSs to maximize their QoS. The authors of [96], is proposing a prediction

scheme to avoid interference and blockage between the moving user and the stationary

BS. In their approach, the mmWave-enabled HetNet cells record the fingerprints of the

incidents and the cells’ transmission parameters. When a user is moving, and the serving

cell’s transmission parameters are approaching a fingerprint, the HetNet takes necessary

actions to mitigate interference or avoid disconnection before it happens.

In our future work we would like to investigate the effect of integrating the mmWave in

our work. This investigation will work into two approaches:

1. Interference Mitigation: The short propagation distance in mmWave imposes a natural

limit on interference between SBSs that can help reuse resources in high efficiency.

However, high signal attenuation can cause the QoS to decrease rapidly after short

distance. This can be solved by deploying SBSs in a densed manner, which in this case

affects the SINR in the network. Thus, in our future research we will consider updating

the channel gain to include an accurate SINR in our proposed wireless network and

come up with new approaches to mitigate the interference between SBSs.

2. Backhauling: In SBSs that employed mmWave, wireless backhauling in most cases

cannot support the QoS promised by mmWave. Integrated Access and Backhaul

(IAB) is a new approach that is provided by 5G new radio and is presented to over-

come the wireless backhauling rate shortage. IAB is presented to minimize the capital

and operational expenditure by connecting a fraction of the network SBSs to tradi-

tional fiber wired backhaul and the rest relay the backhaul traffic through multiple
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hops, which can use mmWave frequencies [97]. In our future work we would like to

include wireless backhauling in designing energy efficient wireless networks, where we

implement sleeping strategies by considering the energy minimization and backhauling

connection. Furthermore, we would like to investigate the possibility of deactivating

SBSs with few associated UEs and reassociate them to neighboring SBSs, then employ

the deactivated SBS in energy harvesting, backhauling or both.

6.2.2 Applying different ML approaches for Solving Optimization Problems

Applying ANNs in solving optimization problems has great advantages, especially the

ANN ability in approximating highly complex problems. However, ANN suffers from high

computational requirements which can easily diminish the advantage over solving the op-

timal problem directly for large wireless networks. Moreover, the coupling of the binary

continuous variables in MINLP makes solving the problem using a single ANN intractable.

In this thesis, we decoupled the MINLP into two subproblems, the continuous variables are

solved using a configured ANN and binary variables are solved heuristically. Thus, in the

future work we would investigate the possibility on using other ML approaches that are

able to perform the combined classification and regression problems.

One candidate method is Cluster-Wise Regression (CR), which is a method that perform

clustering and regression simultaneously [98]. The objective of CR is to find a partition of

UEs association that minimize the sum of squared error across all clusters [99]. This is done

by using an algorithm that transfers objects across clusters until no further improvement

in the sum of squares criterion is achievable [100].

Applying CR in problems such as MINLPs can give the benefits of solving both kinds

of variables, i.e., binary and continuous variables simultaneously. In future work we would

like to apply CR in our own problem, where each UE is grouped into one of the clusters

which represents the SBSs. The clustering will predict the UE association with SBSs, while

the regression will predict the power transmission and energy transfer.
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